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Dzhanibekov’s flipping nut
and Feynman’s wobbling plate
Semjon Adlaj

Abstract. We demonstrate that explicit highly efficient formulas of motion
of a freely rotating rigid body, as observed from an inertial frame, might be
obtained (only) after exploring (all) the “symmetries” of its motion. We shall
disclose the marvel of Galois’ construction (which had evaded Poinsot) behind
the final step towards a conclusive analytic solution!

Introduction
Vladimir Arnold discussed “the motion of a rigid body, in the absence of outside
forces”. He wrote, in [5, p. 146],1 that

“The second revolution will be exactly like the first; if α = 2πp/q, the motion
is completely periodic; if the angle is not commensurable with 2π, the body will
never return to its initial state.”
Arnold is referring to Poinsot’s construction, which (geometrically) describes the
“trajectory” of the “tip” of the angular velocity of a freely moving rigid body.
The said angle α is the angle of rotation of the body about the (fixed) angular
momentum as the angular velocity (pseudo) vector returns to its initial state in
body’s (rotating) frame. Aside from implicitly presuming (unknown) integers,
neither in the Russian nor in the English edition, did Arnold tell us what p and q
were. He told us nothing more on calculating α. Lev Landau, on the other hand,
did not undermine the calculation of that angle, nor did he divert our attention
to “philosophical” statements concerning eternity, but honestly (twice) admitted
the “complexity” in [10, p. 119],2 and provided further reference. One might go
on to trace this issue back to the tragedy when Poinsot joined those who failed
to appreciate the exceptional significance of Galois’ contributions (in uniting

1The next (translated) statement appears on page 130 of the third Russian edition (1989).
2The confession is (twice) made on page 155 of the fourth Russian edition (1988).
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2 Semjon Adlaj

algebra with analysis), and (consequently!)3 failed to arrive at an explicit
formula for a (body) rotation matrix as a function of time. And, in particular, an
explicit formula for calculating the rotation angle (which Arnold had denoted by
α) remained out of reach!

Key formulas and calculations
Let A, B and C denote the principal moments of inertia, whereas let w and m
denote the angular velocity and the (fixed) angular momentum, respectively. We
shall exploit the same letters to denote the corresponding magnitudes, so that
consistently with this notation we might express that square of the angular speed
as w2 = w·w and the square of the (constant) magnitude of the angular momentum
as m2 = m · m, where the dot (·) denotes the scalar product. Let h denote the
(constant) scalar product m ·w, that is twice the kinetic energy. We might initially
assume that the moments of inertia A, B and C are pairwise distinct, and we
might impose the additional assumption that A2B2C2 6= 0, where

A2 = Ah−m2, B2 = Bh−m2, C2 = Ch−m2.

There are two general cases here, namely, the case B2 < 0 for which we impose
the ordering A < B < C, and the case B2 > 0 for which we impose the ordering
A > B > C. The projection of the angular velocity w onto body’s rotating frame
is (doubly) periodic, with quarter period

T =
√
ABC π

2M
(√

(B − C)A2,
√

(A− C)B2

) ,

where M(x, y) is arithmetic-geometric mean of x and y. Evidently, the scalar
function w2 is, as well, (doubly) periodic (in any reference frame). Now and here,
on this PCA 2016, April 18-23, annual conference in St. Petersburg, Russia, we
shall present a simple and powerful formula (which we must attribute to Évariste
Galois!)4 for (highly efficiently) calculating the afore-discussed angle α as

α

4 = 1
m

(
hT +

∫ T

0

A2B2C2 dt

ABC (m2w2 − h2)

)
=

= T

m

(
h+ B2 C2

m2(B − C) N
(

(B − C)A2
(A− C)B2

, 0, m2(B − C)
m2(B − C) + C B2

,
m2(B − C)

C B2

))
, 5

3Poinsot, having deprived himself from realizing the crucial relevance of Galois’ (deeply
constructive) ideas for relating the angular velocity to a (corresponding) rotation matrix, was
unable to carry out that last necessary step towards the final solution!
4Justice will be served if we attribute that said last step (which could not be accomplished by
Poinsot) to Galois himself, who would have had undoubtedly carried it out had he been given
a chance! Relevant details on Galois’ amazing (yet far from fully appreciated) contribution to
elliptic functions and modular equations are given in [3].
5Observe that the function α is homogeneous of degree 0 whether viewed as a function of the
(principal) moments of inertia (for fixed energy and momentum), or as a function of h and m2
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Dzhanibekov’s nut and Feynman’s plate 3

where the function N(x, a, b, c) is defined recursively via the relation

N(x, a, b, c) = N
(
σ(x, 1), σ(x, a, c), σ(x, b, c), σ(x, c)

)
,

σ(x, y) := σ(x, y, y), σ(x, y, z) := (
√
x+ y) (

√
x+ z)

2 (y + z)
√
x

.

The value of this recursive function is the limit obtained from successively applying
(linear) fractional transformations L(·, a, b, c) either to (successive) first arguments
x, thereby generating the sequence {L(x, a, b, c) := (b−c)(x−a)/((b−a)(x−c))}, or
to the (constant) value 1,6 generating the sequence {L(1, a, b, c)}. Both sequences
converge quadratically to their common point, as shown in [1].

Many limiting cases of the formula for calculating α might (and must) be
considered but the first (and foremost) is the critical case with strictly vanishing
B2.7 This case corresponds to a critical separating solution which is missed by
Arnold and many others who (innocently) presumed that the case with α = ∞
might be safely ignored. We are now being vividly reminded of this omission
after a striking observation, made in 1985 (June 25th) by the Soviet cosmonaut
Vladimir Dzhanibekov, of a motion in proximity to a critical separating solution.
A video demonstration from an orbiting space station is provided in [7]. That
observation had gotten the attention of Terence Tao, who shared his
interpretation of the phenomenon publicly on Google+ [9]. Another special case
of motion was popularized by Richard Feynman in [8], and was subsequently
referred to as the “Feynman’s wobbling plate”. The declared (by Feynman) spin
to wobble ratio (2:1) was corrected by Benjamin Chao in 1989 (after Feynman’s
death) in [6]:

“A torque free plate wobbles twice as fast as it spins when the wobble angle
is slight. The ratio of spin to wobble rates is 1:2 not 2:1!”.8
Of course, another limiting case of our formula readily applies to an axially
symmetric rigid body, rotating about its axis of symmetry, that is,
Ch = m2 = C2w2 and C = λB = λA, with (constant) λ ∈ [0, 2]. The spin to
wobble ratio is then 1:λ. It is, indeed, 1:2 for a “flat plate”,9 and 1:0 for a “rod”
(with vanishing C), as was also rightfully noted by Chao. We might further
formalize the definition of the spin to wobble ratio as 4hT/(mα), in order to
extend it to non-symmetric rigid bodies where we observe that the said ratio is

(for fixed moments of inertia). This property might be expressed via the relation

α
(
λA, λB, λC, µh, µm2

)
= α

(
A,B,C, h,m2

)
,

where λ and µ might (unnecessarily!) be restricted to be positive.
6The sequence of first arguments {x} converges quadratically to 1.
7With B, as we must reemphasize, is the strictly(!) middle moment of inertia.
8Having investigated the so-called Chandler wobble phenomenon, Chao knew the correct ratio
before he came across Feynman’s error.
9The ratio is (exactly) 1:2 (only) when “the wobble angle” is strictly zero, that is, when the plate
“does not wobble”, not unlike the case where the “small-angle approximation of the period of
the simple pendulum” turns out being exact (and unambiguously defined!) for calculating the
period of the “resting” pendulum, as explained in [2].
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4 Semjon Adlaj

strictly less than 1 if B2 < 0. This ratio nears 1 for that flipping nut (which
Dzhanibekov observed). The limit ratio at 1 is actually attained at a critical
separating solution (as B2 strictly vanishes)10. With this formally extended
definition of the ratio, we are ready to assert that it (as ought be) is 1 for a
“totally symmetric” rigid body (with A = B = C).

Conclusion
Two distinct classes of motion of a freely moving rigid body are separated by
critical solutions,11 which we shall explicitly demonstrate at this conference. The
belief that uniqueness of solution (corresponding to a unique trajectory of
motion) ought be determined by initial motion conditions will be scrutinized!
Most significantly, the presented formula enables not merely calculating the angle
α but might readily be adapted for (highly efficiently) constructing an orthogonal
transition matrix from body’s (rotating) frame to observer’s (fixed) frame,12 with
the time domain (necessarily) compactified by adjoining the point at (complex)
infinity, as we were incessantly reminded by Dmitry Abrarov (as clarified in [2]).
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Birational coordinates on nilpotent coadjoint
orbits of SO(N,C)

Mikhail V. Babich

Symplectic spaces are very interesting, they have many applications in differ-
ent fields of the modern mathematics. One of the sources of a symplectic structure
is the Lie-algebraic construction called a canonical Lie-Poisson-Kirillov-Kostant
structure. It is defined on any coadjoint orbit of any Lie group. The coordinatiza-
tion of the orbits is an important problem. We consider a complicated case of the
orbit of the orthogonal group, the orbit consisting of nilpotent matrices.

In contrast with the nilpotent orbits the construction of the orbits generated
by the diagonalizable matrices is simple. The Darboux coordinates on them can
be constructed using projection and contraction on the isotropic eigenspaces and
the co-isotropic co-eigenspaces. The (co)eigenspaces of non-zero eigenvalues have
necessary properties.

The kernel of the nilponent matrix is not isotropic but it has isotropic sub-
spaces. The procedure of projections and contractions gives a set of functions
connected by non-trivial equations in the nilpotent case. I will demonstrate how
to organize the process of projections and contractions in such a way that the
corresponding equations will be solved.

Let us define integer numbers δk. The number δk is the number of the Jordan
blocks the sizes of which are greater than k× k, and the sizes of these blocks have
the parity opposite to the parity of k. We put δk = δ−k, and consider the integer
variables n, k ∈ 1 − M, 2 − M, . . . ,M − 1, where AM = 0 6= AM−1. Consider
any matrix A from the orbit as a block-matrix, formed by the blocks Bnk, n, k ∈
0,±1, . . . ,±(M − 1). The size Bnk is δn × δk. Let the indexes n, k ∈ 0,±i . . .
numerate the blocks Bnk.

The main observation is the following. If each flight of the process has the
smallest size, we get the strictly upper-triangular block-matrix with the zero blocks
along the diagonal i.e. the blocks having common sides with the diagonal blocks
are zero.

The iteration process of the factorization and the contraction produce a pair
of the block-triangular matrices. One of them is lower-triangular, it is fixing the
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flag related with the matrix on the orbit. The other one is upper-triangular block-
matrix with the zero blocks along the diagonal. Non-trivial matrix elements of
these matrices form the birational coordinates on the orbit.

Mikhail V. Babich
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Software Simulation as a Means to Estimate Fea-

sibility of Real-Time Software Applications

Sergey Baranov and Victor Nikiforov

Abstract. An approach to study the behavior of real-time multi-task appli-
cations is described based on a software simulation tool written in the Forth
programming language.

Introduction

Software applications for real-time systems (RTS) are usually built as collections
of tasks which are sequential programs closed w.r.t. to control �ow. During appli-
cation run its tasks share common system resources: the executive ones (processors
and processor cores of multi-core processors) and informational ones � global data
arrays, interface registers of peripheral devices, elements of human-machine inter-
face, etc. Access to executive resources is governed by the scheduling mode in use,
while for access to informational resources certain access protocols are used.

A key requirement to an RTS software application is guaranteed on-time exe-
cution of each of its tasks (called "application feasibility") in all correct situations
for the application to run. Application feasibility may be checked either through
an analytical estimation of the response time for each application task, or through
simulation of the application run with an appropriate software tool. Verifying the
correctness of a particular situation is another important task beyond the scope
of this presentation.

For an RTS designed to run on a conventional single-core processor exact
analytical estimations of their feasibility exist; however, applying these methods
to RTS on multi-core processors provides substantially inexact results which are
too pessimistic, and no exact analytical estimates are known by now.

In this presentation a software simulation tool is described which ensures a
more exact estimation of application feasibility for a RTS application on a multi-
core platform under various combinations of scheduling modes and protocols of
access to shared resources than the known analytical methods.
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2 Sergey Baranov and Victor Nikiforov

1. The Problem

A characteristic feature of an RTS is the requirement for on-time execution, usually
expressed as a requirement that for each task τ i the longevity r(τ ji ) of any of its

jobs τ ji shall not exceed some pre-de�ned deadline value Di: ∀i, j(r(τ ji ) ≤ Di).
With the notion of the task response time Ri = max{r(τ1i ), r(τ2i ), ...} this may be
reformulated as ∀i(Ri ≤ Di) with any allowable scenario of system events and is
often interpreted as the property of feasibility of the given multi-task application.
To check application feasibility, various structural models of its tasks are built and
analyzed to provide reliable estimates for the response times of the application
tasks, taking into account all impacting factors.

Software simulation is an acknowledged method to check feasibility of real-
time multi-task applications. This paper describes an experience of constructing
such simulator in Forth with the VFX Forth for Windows [1] as a development
platform. A freeware option for the platform is gForth [2]. Forth was selected as
the implementations language due to the �exibility it provides for implementing
programming solutions. The simulator employs a simple model of a multi-task
application under study which may use several scheduling modes with various
task priorities for allocation of the processor computational resource and several
access protocols to access shared informational resources. The simulator helps to
study multi-task application behavior and check whether a given combination of
the scheduling mode and access protocol guarantees application feasibility under
the given processor performance and system event scenarios. It may also identify
the minimal processor performance which still ensures application feasibility under
the given conditions.

By now, the nomenclature of scheduling modes and access protocols imple-
mented in the simulator consists of two classical scheduling modes � RM (rate
monotonic) and EDF (earliest deadline �rst) � and three access protocols � NI
(no inheritance), BI (basic inheritance), and PI (priority inheritance). However, it
may be further extended to simulate systems with other scheduling modes on a
multi-processor and/or multi-core platform and other protocols of access to shared
informational resources [3].

2. Solution

The computer program RTMT (Real-Time Multi-Tasking) [4] was designed to
study various combinations of scheduling modes and protocols access to shared in-
formational resources in real-time multi-task applications for a multi-core platform
[4]. A particular interest is how these combinations impact application density [5].
Obtained characteristics determine an optimal selection for application parameter
realization which ensure application feasibility under all possible scenarios of their
correct interaction with the external environment.

Simulation is based on components of four kinds: resources, tasks, jobs, and
events. Resources and tasks are entities of the application under study; jobs and
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RTS Feasibility 3

events are entities created and operated on by the simulator. Resources and tasks
are also represented within the simulator with respective entities. The overall sim-
ulation process is governed by the structure Eventlist which contains events sorted
w.r.t. their timestamps, and the structure Joblist which contains ready-to-run jobs
sorted w.r.t. their current priorities. The overall simulation structure is represented
in Figure 1.

Figure 1. The overall structure of the RTMT simulator

The simulation internal loop considers considers time gaps between two suc-
cessive groups of same-time events in Eventlist one after another, starting from
time=0. The gap size is determined through the minimum of the upper bound
of the time yet to be consumed and the time-stamp of the next same-time event
group.

For all current jobs at the gap start their counts of consumed time are in-
creased by the gap size, while the counts of yet-to-be-consumed time are respec-
tively decreased. and if this count reaches zero, then a new event is added to
Eventlist � to terminate this job at the respective time moment. Then all events
from the same-time-event group are processed which may change the contents of
Joblist. Upon completion of processing all these events, the updated contents of Jp-
blist is considered and RTMT transits to the next same-time event group. Thus suc-
cessive simulation iterations advance the system time and terminate when the spec-
i�ed time limit is exhausted (Time < TimeLimit) or when the overall number of
created jobs reaches the speci�ed limit (#Jobs < JobLimi) or the total number of
registered response time violations is reached (#V iolations < V iolationsLimit),
whatever occurs earlier. The described internal loop is embedded into the main
loop controlled by the parameter of application hardness H for which its bounds
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and stride are speci�ed. It turned out that it's more convenient to speci�y the
value 1/H from which H is recalculated.

Conclusion

The simulator was written in Forth with VFX Forth for Windows, version 4.70,
provided to the author at the courtesy of MPE, and is just 985 lines of code under
the respective coding standards. It uses only �xed-point arithmetic and works
remarkably fast on a PC. To avoid memory over�ow, the simulator uses its own
simple subsystem for memory allocation and reuse for chained list elements, jobs
and events. Further work will be focused on improving the user interface, extending
the nomenclature of scheduling modes and access protocols of this simulator, and
transition to simulation of multi-core and multiprocessor platforms, as well as
running more experiments with models of real-time multi-task applications.
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Parametric Representation of the Resonance Set
of Polynomial

Alexander Batkhin

Abstract. We consider the resonance set of a real polynomial, i. e. the set
of all the points of the coefficient space at which the polynomial has com-
mensurable zeroes. The constructive algorithm of computation of polynomial
representation of the resonance set is provided. The structure of the resonance
set of a polynomial of degree n is described in terms of partitions of number
n. The main algorithms, described in the preprint, are organized as a library
of the computer algebra system Maple.

Introduction
Let fn(x) be a monic polynomial of degree n with real coefficients

fn(x)
def
= xn + a1x

n−1 + a2x
n−2 + · · ·+ an. (1)

The n-dimensional space Π ≡ Rn of its coefficients a1, a2, . . . an is called the coef-
ficient space of polynomial (1).

Definition 1. A pair of roots ti, tj , i, j = 1, . . . , n, i 6= j, of the polynomial (1) is
called p : q-commensurable if ti : tj = p : q.

Here and further we consider that p ∈ Z\{0}, q ∈ N, i.e. we exclude the case
when one of the commensurable root ti or tj is equal to zero due to the fact that
zero root is commensurable with any other root.

Definition 2. Resonance set Rp:q(fn) of the polynomial fn(x) is called the set of
all points of the coefficient space Π at which fn(x) has at least a pair of p : q-
commensurable roots, i.e.

Rp:q(fn) = {P ∈ Π : ∃i, j = 1, . . . , n, ti : tj = p : q}. (2)

The aim of this work is to present an algorithm of constructing polynomial
representation of the resonance set Rp:q(fn) of the real polynomial fn(x).
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1. Condition on p : q-commensurability of polynomial roots
Let polynomial (1) has a pair of p : q-commensurable roots. It means that two
polynomials fn(px) and fn(qx) has common root, or in terms of resultant one has
that Resx(fn(px), fn(qx)) = 0. In the case when p = q both polynomials fn(px)
and fn(qx) have exactly n common roots. In case an = 0 one of the root is equal
to zero, therefore resultant can be written in the form

Resx(fn(px), fn(qx)) = an(p− q)n GDp:q(fn), (3)

where GDp:q(fn) is so called generalized discriminant of the polynomial (1) intro-
duced in [1].

Polynomial (1) may have some pairs of p : q-commensurable roots.

Definition 3. The chain Ch(k)
p:q(ti) of p : q-commensurable roots of length k (shortly

chain of roots) is called the finite part of geometric progression with common ratio
p/q and scale factor ti, each member of which is a root of polynomial (1). The value
ti is called the generating root.

The detail structure of the resonance set (2) can be described with the help of
so called i-th generalized subdiscriminants GD(i)

p:q(fn), which are nontrivial factors
of i-th subresultants of pair of polynomials fn(px) and fn(qx). Such subresultants
can be computed as i-th inners of Sylvester matrix constructed from the coefficients
of mentioned above polynomials. For more details see [2].

Theorem 1. Polynomial fn(x) has exactly n−d different chains of roots Ch(i)
p:q(tj),

j = 1, . . . , n − d if and only if in the sequence
{

GD(i)
p:q(fn), i = 0, . . . , n− 1

}
of

i-th generalized subdiscriminants of fn(x) the first nonzero subdiscriminant is d-th
generalized subdiscriminant GD(d)

p:q(fn).

2. Parametrization of the resonance set
Consider a partition λ = [1n12n2 . . . ini . . . ] of n ∈ N. Functions p(n) and pl(n)
return the number of all partitions and the number of all partitions of the length l
of natural number n respectively. The value i in the partition λ defines the length
of chain Ch(i)

p:q(ti) for a corresponding generating root ti, the value ni defines the
number of different generating roots, which give the chains of root of the length
i. Then l =

∑
i ni is the number of different generating roots of the polynomial

fn(x) for the certain coefficient of commensurability p : q, and
∑
i ini = n.

Any partition λ of degree n of polynomial (1) defines a certain structure of
p : q-commensurable roots of this polynomial and it corresponds to some algebraic
variety Vil , i = 1, . . . , pl(n) of dimension l in the coefficient space Π. The number
of such varieties of dimension l is equal to pl(n) and total number of all varieties
consisting the resonance set Rp:q(fn) is equal to p(n) − 1. It is so because the
partition [1n] corresponds to the case when all the n roots of polynomial (1) are
not commensurable.
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Algorithm for parametric representation of any variety Vl from the resonance
set Rp:q(fn) is based on the following

Theorem 2. Let Vl, dimVl = l, be a variety on which polynomial (1) has l dif-
ferent chains of p : q-commensurable roots and the chain generated by the root
t1 has length m > 1. Let denote by rl(t1, t2, . . . , tl) parametrization of variety Vl.
Therefore the following formula

rl(t1, . . . , tl, v) = rl(t1, . . . , tl)+
p(qmv − pm−1t1)

t1(pm − qm)
[rl(t1, . . . , tl)− rl((q/p)t1, . . . , tl)]

(4)
gives parametrization of the part of variety Vl+1, on which there exists Ch(m−1)

p:q (t1),
simple root v and other chains of roots are the same as on the initial variety Vl.

From the geometrical point of view Theorem 2 means that part of variety Vl+1

is formed as ruled hypersurface by the secant lines, which cross its directrix Vl at
two points defined by such values of parameters t11 and t21 such that t11 : t21 = q : p.
If polynomial fn(x) has on the variety Vl+1 pairs of complex-conjugate roots it is
necessary to make continuation of obtained parametrization (4).

Let start from partition
[
n1
]
which corresponds to variety V1 with the only

chain Ch(n)
p:q (t1) of roots on it. One can apply transformation (4) of the Theorem 2

in succession and finally can obtain parametrization of variety Vn−1 of the maximal
dimension dimVn−1 = n− 1. There exists only one chain of roots of the length 2
on it and other roots are simple.

Let define the following three operations, which make it possible to obtain
parametrization of each variety Vl of dimensions from 2 to n− 1.

ASCENT: allows to pass from variety Vi to the part of another variety Vi+1

with dimension one greater.
CONTINUATION: allows to get the parametrization of the entier variety Vi+1

obtained on the previous step.
DESCENT: allows to pass from variety Vj , on which there exist two chains of

roots with equal length, say k, to variety Vj−1, on which there exists a chain
of roots with length 2k.
One can combine successively mentioned above operations to obtain para-

metric representation of each variety Vi from the resonance set (2).

Statement 1. Resonance set Rp:q(fn) of real polynomial fn(x) for a certain value
of commensurability coefficient p : q allows polynomial parametrization of each its
variety Vl ⊂ Rp:q(fn).

3. Resonance set of cubic polynomial
Consider real cubic polynomial

f3 = x3 + a1x
2 + a2x+ a3. (5)
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4 Alexander Batkhin

It has two generalized subdiscriminants

GD(1)
p:q(f3) = pqa21a2 + (p2 + pq + q2)a1a3 − (p+ q)2a22,

GD(0)
p:q(f3) = (pq(p+ q))

2
a31a3 − q3p3a21a22 − pq

(
p2 + pq + q2

)
×

×
(
p2 + 4 pq + q2

)
a1a2a3 + (pq(p+ q))

2
a32 +

(
p2 + pq + q2

)3
a23.

Resonance set Rp:q(f3) shown in Figure 1 consists of two varieties

V1 :
{
a1 = −(p2 + pq + q2)t1, a2 = pq(p2 + pq + q2)t21, t3 = −(pqt1)3

}
,

V2 :
{
a1 = −(p+ q)t1 − t2, a2 = pqt21 + (p+ q)t1t2, a3 = −pqt21t2

}
,

which corresponds to partitions
[
31
]
and

[
1121

]
respectively.

Figure 1. Resonance set R7:1(f3).
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Generation of finite-difference approximations to
differential systems by using the package SymPy

Yu.A.Blinkov, V. P.Gerdt and A.V. Mesyanzhin

In papers [1, 2, 3, 4] we developed an algorithmic approach to generation of
finite-difference approximations to polynomially-nonlinear differential equations
and systems of such equations.

In the framework of the project GINV [5] we created the program module Py-
Ginv, written in the language Python3, for construction of Gröbner bases for
difference ideals generated by a set of linear difference polynomials. We illustrate
the use of PyGinv by the example taken from [6]

φ(i)t + 6φ(i)φ(i)η + φ(i)ηηη + Fi = 0, i = 1, 2, 3;

F1 = φ(1) − φ(2), F2 = 2φ(2) − φ(1) − φ(3), F3 = φ(3) − φ(2).
(1)

Since system (1) consists of three equations, and a Gröbner basis is deter-
mined by an admissible monomial ordering, the use of such basis violates the
symmetry of the initial differential equation(s). We suggest here first to construct
a Gröbner basis for some appropriate ordering, and then by using a certain se-
quential normal form computation for the constructed Gröbner basis to restore a
difference approximation that possesses the symmetry of initial differential equa-
tions.

In the case of our example (1) this leads to following finite-difference approx-
imations

u(i)n+1

j −u(i)n

j

τ + 3
(u(i)2n+1

j+1 −u(i)2n+1

j−1 )+(u(i)2n

j+1−u(i)2n

j−1)

4h +

+
(u(i)n+1

j+2 −2u(i)n+1

j+1 +2u(i)n+1

j−1−u(i)n+1

j−2 )+(u(i)n

j+2−2u(i)n

j+1+2u(i)n

j−1−u(i)n

j−2)

4h3

+
Fi

n+1
j +Fi

n
j

2 = 0.

The functionality of our program module PyGInv is similar to that of the
package in [7], but unlike the last package the former one does not use Maple and

The work is supported in part by the Russian Foundation for Basic Research (grants No. 16-01-
00080 and 16-01-00175).
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is free. Moreover, PyGInv can be installed and run under (almost) any operating
system including Android.
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Computer algebra aided generation of di�erence

approximations to quasilinear evolution equations

Yu.A.Blinkov, V. P.Gerdt and K.B.Marinov

• Research object • Let ∂x be the derivation operator w.r.t. x and R :=
Q(a1, . . . , ai){u} be the ordinary di�erential polynomial ring over the parametric
�eld Q(a1, . . . , ai) of constants. Here we consider quasilinear evolution equations
of the form

ut = aum + F (um−1, . . . , u1, u) , 0 6= a ∈ Q , m ∈ N>0 , (1)

where uk := ∂kxu (0 ≤ k ≤ m), u0 := u and F ∈ R is a di�erential polynomial of
the order m−1 in ∂x (denotation: ord(F ) = m−1) such that there is a di�erential
polynomial P ∈ R satisfying

F = ∂xP =

m−2∑

k=0

uk+1
∂P

∂uk
. (2)

Given F , one can algorithmically verify whether or not such P exists and construct
it in the case of existence. The equality (2) means that (1) admits the conservation
law form

ut = ∂x (aum−1 + P ) , P ∈ R , ord(P ) = m− 2 . (3)

The set of evolution equations admitting the polynomial conservation law (3)
contains most of classical evolution equations, e.g., the Korteveg-de Vries (KdV)
equation and KdV hierarchy, the Burgers equation and Burgers hierarchy, the
Kuramoto-Sivashinsky equation, the Burgers-Huxley equation, etc., and their var-
ious generalizations (cf. [1]). All these equations have exact solutions that are
useful in analysis of numerical methods for their solving.
• Discretization method • To discretize equation (3), we follow the approach of
paper [2] and convert the equation into the equivalent integral form

∮

Γ

(P + aum−1) dt+ u dx = 0 , (4)

The work is partially supported by the grant No.16-01-00080 from the Russian Foundation for

Basic Research.

27



2 Yu.A.Blinkov, V. P.Gerdt and K.B.Marinov

j j + 1 j + 2
n

n+ 1

Figure 1. Basic integration contour

where Γ is an arbitrary singly connected integration contour. Using the standard
notation unj = u(tn, xj) for the grid function and the Cartesian grid with tn+1 −
tn = τ , xj+1 − xj = h we choose the rectangular integration contour as a �control
volume� (cf. [2]) and add m− 2 integral relations

∫ xj+1

xj

uk dx = uk+1(t, xj+1)− uk+1(t, xj) , k = 1, . . . ,m− 2 . (5)

Now, to discretize (4) we apply a numerical evaluation method to the contour inte-
gral (4) in order to express it in terms of the grid functions and also (possibly dif-
ferent) numerical evaluation methods to the integrals in the left-hand sides of (5).
Thereby, we obtain a system of di�erence equations containing unj , u1

n
j , . . . , um−1

n
j .

The last step in generation of a �nite di�erence approximation (FDA) to (1) is al-
gebraic elimination of the grid functions u1

n
j , . . . , um−1

n
j , which correspond to the

proper partial derivatives of u, from the discrete system obtained. Such elimina-
tion can be done by means of theMaple package LDA [3] which is freely available
(http://wwwb.math.rwth-aachen.de/Janet/).
• Example: FDA to the KdV equation• We illustrate the above described ap-
proach by example of the KdV equation

ut + uxxx + 6uux = 0 . (6)

Its integral conservation law form for the contour C of Figure 1 reads∮

C
(uxx + 3u2) dt+ u dx = 0 . (7)

To approximate numerically the contour integral, we apply the trapezoidal
rule to the integration over t as well as to the integration over x. For numerical
approximations of the integral relations we apply the trapezoidal rule for the in-
tegration of ux and the midpoint rule for the integration of uxx. This leads to the
di�erence approximation to (6) which is outputted by the following Maple code
shown in Figure 3 with P := 3u2. The output is the left-hand side of the FDA
to (6) written in the conventional form as

un+1
j − unj

τ
+

(Pn+1
j+1 − Pn+1

j−1 ) + (Pnj+1 − Pnj−1)

4h
+

+
(un+1
j+2 − 2un+1

j+1 + 2un+1
j−1 − un+1

j−2 ) + (unj+2 − 2unj+1 + 2unj−1 − unj−2)

4h3
= 0 .

28



Generation of di�erence approximations to evolution equations 3

Figure 2. Construction of FDA to KdV with Maple

• Numerical solution • Since the obtained FDA to (6) has cubic nonlinearyty
(due to P = 3u2) in the grid function on the next time layer, in order to construct
a numerical solution we use the following linearization

v2
k+1 = v2

k+1 − v2
k + v2

k = (vk+1 − vk)(vk+1 + vk) + v2
k ≈ vk+1 · 2vk − v2

k .

By taking this linearization into account, we implemented a numerical proce-
dure for construction of a solution to KdV in Python 2.7 freely downloadable from
the Web page https://www.python.org/download/releases/2.7/. Figure 4
demonstrates the time evolution of numerical solution in the domain x ∈ [0, 200]
with h = 0.4 and τ = 0.2 and for the initial value (Cauchy) problem with the
initial data

u(t = 0) := f(x, 0, 0.4) + f(x− 20, 0, 0.2)

where

f(x, t, κ) :=
2κ2

cosh2 [κ(x− 4κ2t)]

is the exact one-soliton solution to (6). As Figure 4 shows, the constructed nu-
merical solution reveals a behavior inherent to localized solutions of KdV.
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Figure 3. Dynamics of solution to KdV
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Extension of the Newton–Puiseux algorithm to
the case of a nonzero characteristic ground field

Alexander L. Chistov

Abstract. We suggest a generalization of the Newton–Puiseux algorithm for con-

structing roots of polynomials in the field of fractional power series to the case of

nonzero characteristic of the ground field.

Let k be a ground field and k((X)) be the field of power series in X with
coefficients in k. Let f ∈ k((X))[Y ] be a separable polynomial of the degree
degY f = d > 1. We shall assume without loss of generality that f ∈ k[[X]][Y ]
and the leading coefficient lcY f = 1 (i.e., the coefficient from k[[X]] of Y d in the
polynomial f). Denote by ∆ = Res ( f, f ′Y ) the discriminant of the polynomial f .

If the characteristic char(k) = 0 the algebraic closure

Ω = k((X)) =
⋃

ν>1

k((X1/ν)). (1)

The classical Newton–Puiseux algorithm constructs the roots of the polynomial
f in the field Ω using the method of Newton broken lines. Namely let yj =∑
i>0 yj,iX

αj,i be a root of f where all yj,i ∈ k, αj,0 < αj,1 < αj,2 < . . . , all

αj,i ∈ 1
ej

Z for some 1 6 ej 6 d (to fix ej we assume that it is minimal possible).

Then for every r > 0 the pair (yj,r, αj,r) can be found considering the Newton
broken line of the polynomial

f


Y −

∑

06i<r
yj,iX

αj,i


 .

This is an essence of the Newton–Puiseux algorithm.

Now the field Kj = k((X))[yj ] = kj((πj)) where kj the field of residues of

the field Kj and πj = X1/ej is a uniformizing element of the field Kj . The field
kj is a finite extension of the field k and generated over k by all the elements yj,i
(actually by a finite number of them). The degree [kj : k] = fj 6 d. The degree of
the minimal polynomial of the element yj over k((X)) is equal to fjej .
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In what follows we suppose that char(k) = p > 0. Then there are difficulties
in comparison with the case char(k) = 0. First of all one can not describe the

field Ω = k((X)) in a simple way. Namely, (1) does not hold. More than that,
let yj ∈ Ω be a root of the polynomial f . Then in general one can not choose an

element π ∈ Ω such that the root yj ∈ k((π)) (for this fixed j).

Still the field Kj = k((X))[yj ] has a discrete valuation

ord : Kj →
1

ej
Z ∪ {+∞}

such that ord(X) = 1 and ord(πj) = 1/ej for a uniformizing element πj of the field
Kj . The residue field kj of the field Kj with respect to this valuation is a finite
(not necessarily separable!) extension of the field k of degree fj . Similarly to the
case of zero–characteristic the degree of the minimal polynomial of the element yj
over k((X)) is equal to fjej . There is a system of representatives Σj of the field kj
in Kj . We shall assume without loss of generality that Σj ⊃ k and Σj is a linear
space over k (in general one can not choose Σj to be an algebra over k). Denote
by ks the separable closure of the field k. Then the field ks ∩ kj ⊂ Kj . So one can
assume that ks ∩ kj ⊂ Σj . Now the root yj can be represented as a sum of the
infinite series

yj =
∑

i06i∈Z
yj,iπ

i
j , (2)

where all yj,i ∈ Σj , yj,i0 6= 0. The field kj is generated over k by all the residues
of the elements yj,i, i > i0.

So the final aim of a generalization of the Newton–Puiseux algorithm for
nonzero characteristic is to construct for every root yj of the polynomial f a
uniformizing element πj , a system of representatives Σj and the expansion (2).
More precisely, to obtain (2) it is sufficient to construct all the elements yj,i ∈ Σj
for i0 6 i 6 1 + ord(∆) (we assume that ord(∆) is known). After that subsequent
elements yj,i can be found in a simple way using a variant of the Hensel lemma.

Unfortunately one can not obtain at once Σj and πj . So we construct a finite
number of elements z1, z2, . . . , η1, η2, . . . (they depend on yj ; in what follows j
is arbitrary but fixed) satisfying the following properties. For every m the orders
ord(zm) = am/(bmp

sm), where G C D (am, p) = 1, G C D (bm, p) = 1 and sm >
sm−1 (we put s0 = 0). Further, for every m denote by ηm the residue of the
element ηm. The the field ks[η1, . . . , ηm] is purely inseparable over the field ks and
has the degree prm over ks where 1 6 rm ∈ Z and rm > rm−1 (we put r0 = 0).

Set w(0) = v(0) = w(1) = v(1) = 0, ỹ1 = yj . At the beginning of the q-th
step of the algorithm the elements z1, z2, . . . , zv , η1, η2, . . . , ηw and ỹq are known.
Here the integer q > 1 and we shall write w = w(q), v = v(q). We have

v(q − 1) 6 v(q) 6 v(q − 1) + 1, w(q − 1) 6 w(q) 6 w(q − 1) + 1,

(v(q − 1), w(q − 1)) 6= (v(q), w(q)) for q > 2.

Put u = u(q) = sv(q) − sv(q−1) + rw(q) − rw(q−1).
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Then using Newton broken lines we construct the expansion

ỹp
u

q =
∑

(α,i1,...,iv,j1,...,jw)∈A
yα,i1,...,iv,j1,...,jwX

αzi11 · . . . · zivv ηj11 · . . . · ηjww + ỹq+1, (3)

where

(i) A is a finite (or empty) subset of Q× Zv+w (depending on q),
(ii) 0 6 jm < prm−rm−1 for all 1 6 m 6 w,
(iii) there is an integer am such that am 6 im < am+psm−sm−1 for all 1 6 m 6 v

(these integers am depend on q and yj ; in this extended abstract we don’t
explain the sense of introducing am),

(iv) α = β/γ ∈ Q, β, γ ∈ Z, and G C D (γ, p) = 1,
(v) for every (α, i1, . . . , iv, j1, . . . , jw) ∈ A the element 0 6= yα,i1,...,iv,j1,...,jw ∈ ks.

(vi) for any pairwise distinct (α, i1, . . . , iv, j1, . . . , jw), (α′, i′1, . . . , i
′
v, j
′
1, . . . , j

′
w) ∈

A either (j1, . . . , jw) 6= (j′1, . . . , j
′
w) or α +

∑
16m6v imam/(bmp

sm) 6= α′ +∑
16m6v i

′
mam/(bmp

sm).

(vii) For every (α, i1, . . . , iv, j1, . . . , jw) ∈ A

α+
∑

16m6v
imam/(bmp

sm) < min{ord(ỹq+1), ord(∆) + 1},

(viii) the number of elements #A is maximal possible, i.e., there is not a similar
expansion with A′ in place of A satisfying (i)–(vii) and such that #A′ > #A.

If ord(ỹq+1) < ord(∆) + 1 then using the element ỹq+1 one can construct
zv+1 or ηw+1 (may be both of them), define v(q+ 1), w(q+ 1) and proceed to the
next (q + 1)-th step.

If ord(ỹq+1) > ord(∆)+1 then the considered q-th step is final and after that
one can construct Σj , πj and expansion (2)

Actually this algorithm is canonical. More than that, it is natural to consider
the family of expansions (3) for all q as a generalization for nonzero characteristic
of one expansion (1) for zero characteristic. Of course we omit details here.

Assume that f ∈ k[X,Y ] and the field k is finitely generated over a primi-
tive subfield. Then the interesting problem is to estimate the complexity of this
algorithm and obtain the results in nonzero characteristic similar to [1], [2].
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Growth and oscillations of normalized dimen-
sions of standard and strict Young diagrams

Vasilii Duzhin and Nikolay Vasilyev

We present the results of a computer investigation of asymptotics for maxi-
mum dimensions of linear and projective representations of the symmetric group.
This problem reduces to the investigation of standard and strict Young diagrams
of maximum dimensions. We constructed some sequences for both standard and
strict Young diagrams with extremely large dimensions. The conjecture that the
limit of normalized dimensions exists was proposed by A. M. Vershik 30 years ago
[1] and has not been proved yet.

We studied the growth and oscillations of the normalized dimension function
in sequences of Young diagrams. Our approach is based on analyzing finite differ-
ences of their normalized dimensions. This analysis also allows us to give much
more precise estimation of the limit constants.

We are particularly interested in studying the sequence of Young diagrams
of maximum dimensions. Unfortunately, it is extremely hard to obtain such a
sequence. However, it is possible to construct the so-called greedy sequence. It is
constructed by choosing on each step the branch in the Young graph which leads
to the diagram of maximum possible dimension. We are studying greedy sequences
and expect that the asymptotics of their dimensions is same as the asymptotics of
dimensions of maximum diagrams for both standard and strict diagram cases.

References

[1] A. M. Vershik and S. V. Kerov. ”Asymptotic behavior of the maximum and generic
dimensions of irreducible representations of the symmetric group.” Funktsional.
Anal. i Prilozhen., 19(1):25-36, 1985.

[2] Vasilyev N. N., Duzhin V. S. Building Irreducible Representations of a Symmetric
Group S(n) with Large and Maximum Dimensions. Informatsionno-upravliaiushchie
sistemy [Information and Control Systems], 2015, no. 3, pp. 1722 (In Russian).
doi:10.15217/issn1684-8853.2015.1.17

[3] Vasilyev N. N., Duzhin V. S. A study of the growth of maximal and typical normal-
ized dimensions of strict Young diagrams. To be published in Zap. Nauchn. Sem.
POMI.

Vasilii Duzhin
Saint Petersburg Electrotechnical University
ul. Professora Popova 5, 197376 St. Petersburg, Russian Federation
e-mail: vduzhin.science@gmail.com

Nikolay Vasilyev
St.Petersburg department of Steklov Institute of mathematics RAS
nab.Fontanki 27,St.Petersburg, 191023, Russia
e-mail: vasiliev@pdmi.ras.ru

This work was supported by grant RSF 14-11-00581.

35



On the Application of Modular Arithmetic for
Cumbersome Computational Tasks

Victor F. Edneral

We consider applications of the modular arithmetic to cumbersome compu-
tational tasks, i.e. to problems with a lot of operations with cumbersome numbers.
Such problems often arise in computer algebra tasks. We mean evaluations of long
polynomials with huge numerical coefficients. Traditionally a modular arithmetic
is used for each separate arithmetic operation. But It is more effective to execute
the programs from the beginning till the end modulo one prime. After several such
calculations in modulo different primes we can finally restore the right values of
all numbers of the result. With respect of the Chinese remainder theorem if you
know remainders from division of a natural number by a number of noncompa-
rable natural numbers you can restore the original number itself if it is not more
than multiplication of all these divisors [1, 2]. We assume that all numbers in the
problem are integer or rational. There is an generalization of the Chinese theorem
for integer and rational numbers.

What advantages gives us modular approach on multiprocessor platforms?
The main are:

• if we choose modulo numbers as primes a bit smaller than maximal in-
teger for a used platform (232 or 264), then in each process in modulo a
prime we will have all integers of length shorter than this maximal integer.
So if exclude subsidiary operations and restoring the final result integers
from modular representation, we will have acceleration approximately as re-
lation of operation of a long integers arithmetic in comparison with ordinary
arithmetic. But how many processors do we need? An ordinary length of
integer now is ∼ 264 ∼ 1020. It is possible to choose a number of primes
a bit smaller than 1020 and to split our task on the corresponding num-
ber of processor. If we wish to treat integers about 21024 ∼ 10309 we need
log10(21024)/log10(264) = 16 processors and for 22048 we need 2 ∗ 16 = 32
processor units. It is not too much;

• we suppose that each processor has its own RAM. But instead of integers of
the original task in our case each processor will keep in RAM integers of an
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ordinary length. So, we will have economization of RAM approximately 16 or
256 times in examples above. It can be critical important for large problems.

Takeing into account that all branches of such calculations do not demand
any synchronization. It is case of so called natural parallelization [3, 4]. So, we can
use a multicore computer or clouds or grid calculations.

Of course there are a lot of problems. Main problems are:

• if we need use rational numbers we should be sure that all denominators in
the each calculation process are indivisible on the corresponding prime. But
any chosen prime is a long integer and in some problems (for example at
the normal form calculation [5]) denominators can be very long but consist
of short prime factors only. Any case it is simpler to use this approach for
integer problems;

• It can be problems with algorithms which have internal branching. But for

some methods for example for a Gŕ’obner basis calculation there are condi-
tions of applicability of the modular approach [6] . So, complicated algorithms
should be investigated additionally.

Of course the written above should be discussed.
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SymPy-ready algorithm for solving SAT problems
using algebraic approach and ZDDs

P. V. Fokin and Yu.A.Blinkov

SymPy is a Python library for symbolic mathematics. The logic module
for SymPy allows to form and manipulate logic expressions using symbolic and
Boolean values. This module provides implementation of DPLL algorithm for solv-
ing SAT problems.

We suggest to use algebraic approach for solving SAT problems [6] with few
modifications based on reductions of intermediate expressions as in the algorithms
for construction Groebner basis. As internal representation of boolean expressions
we propose to use ZDD diagrams [2, 3, 4, 5].
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On the Generating Function of Discrete Cheby-
shev Polynomials

Nikita Gogin and Mika Hirvensalo

Abstract. We give a closed form for the generating function of the discrete
Chebyshev polynomials. The closed form consists of the MacWilliams trans-
form of Jacobi polynomials together with a binomial multiplicative factor. It
turns out that the desired closed form is a solution to a special case of Heun
differential equation.

Introduction

The discrete Chebyshev polynomials belong to the rich family of orthogonal poly-
nomials (see [7] for a general treatise on the orthogonal polynomials and [2] for a
previous work of the authors).

The sum and the scalar product in PN are defined pointwise, and the inner
product is defined as

〈p, q〉w =
N∑

l=0

wlp(l)q(l). (0.1)

The Krawtchouk polynomials (see [5]) are orthogonal with respect to weight func-

tion wl =
(
N
l

)
and the discrete Chebyshev polynomials with respect to weight

function wl = 1 for each l.
As (orthogonal) polynomials with ascending degree, the discrete Chebyshev

polynomials form a basis of PN , and hence any polynomial p of degree at most N
can be uniquely represented as

p = d0D
(N)
0 + d1D

(N)
1 + . . .+ dND

(N)
N , (0.2)

where dl ∈ C. Since the discrete Chebyshev polynomials are orthogonal with re-
spect to constant weight function, they have the following property important in

the approximation theory: With respect to norm ||p− q||2 =
∑N
l=0(p(l) − q(l))2,

the best approximation of p in PM can be found by simply taking M + 1 first
summands of (0.2) (see [4], for instance).
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1. Preliminaries

1.1. The Discrete Chebyshev Polynomials

There are various ways to construct polynomials orthogonal with respect to inner

product (0.1) with weight function wl = 1 so that deg(D
(N)
k ) = k.

We choose a construction analogous to that of Legendre polynomials [7]. We
first define the difference operator ∆ by ∆f(x) = f(x + 1) − f(x), the binomial
coefficient by

(
x
k

)
= 1

k!x(x− 1) . . . (x− k + 1), and finally

D
(N)
k (x) = (−1)k∆k

((
x

k

)(
x−N − 1

k

))
. (1.1)

The following recurrence relation is quite easy to verify:

k2Dk = (2k − 1)D1Dk−1 − (N + k)(N − k + 2)Dk−2, (1.2)

D0 = 1, D1 = N − 2x (see [3]). The recurrence (1.2) also extends the definition of
Dk to cases k > N .

The method of using generating functions is among the cornerstones of var-
ious areas of mathematics, and does not need any further introduction. On the
other hand, the quest for the generating function of the discrete Chebyshev poly-
nomials seems to be a more complicated task. In what follows, we give a closed
form for the generating function

∞∑

k=0

D
(N)
k (x)tk. (1.3)

1.2. A Differential Equation for Jacobi Polynomials

For a nonnegative integer n, the Jacobi polynomial P
(α,β)
n (x) is, up to the constant

factor, the unique entire rational solution to the differential equation (for Jacobi
polynomials)

(1− x2)y′′ +
(
β − α− (α+ β + 2)x

)
y′ + n(n+ α+ β + 1)y = 0 (1.4)

(see [1]).
In this article, we are interested in Jacobi polynomials with parameters α = 0,

β = −(N + 1), where N > 0 is a fixed integer. We also substitute x for n and

t for x in equation (1.4), and denote J
(N+1)
x (t) = P

(0,−N−1)
x (t). We usually omit

superscript N + 1 and denote Jx(t) = J
(N+1)
x (t). Then Jx(t) satisfies differential

equation

(1− t2)J ′′x (t)− (N + 1− (N − 1)t)J ′x(t) + x(x−N)Jx(t) = 0. (1.5)

Recall that in this context, x is a fixed nonnegative integer. Polynomial Jx(t) can
be expressed as

Jx(t) =
1

2x

x∑

k=0

(
x

k

)(
x−N − 1

k

)
(t− 1)k(t+ 1)x−k (1.6)
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(see [1]). Since equation (1.5) is clearly invariant under substitution x ← N − x,
we have symmetry

JN−x(t) = Jx(t) (1.7)

1.3. MacWilliams Transform

The MacWilliams transform of order x for a polynomial P is defined as

P̂x(t) = (1 + t)xP (
1− t
1 + t

). (1.8)

As definition (1.8) shows, MacWilliams transform is a special case of Möbius trans-
formation together with factor (1 + t)x.

In what follows, Ĵx(t) stands for the MacWilliams transform of Jx of order

x. It is then straightforward to uncover a representation for Ĵx(t):

Ĵx(t) = (̂Jx)x(t) =
x∑

k=0

(−1)k
(
x

k

)(
x−N − 1

k

)
tk. (1.9)

The symmetry (1.7) implies straightforwardly

ĴN−x(t) = (ĴN−x)N−x(t) = (1 + t)N−xJN−x(
1− t
1 + t

)

= (1 + t)N−2x(1 + t)xJx(
1− t
1 + t

) = (1 + t)N−2xĴx(t).

Equality

ĴN−x(t) = (1 + t)N−2xĴx(t) (1.10)

thus obtained will be important in understanding the alternative representation
of the generating function introduced in Section 4.

2. Heun Equation

A differential equation for the MacWilliams transform of Jx(t) can be found easily.

For short, we denote J(t) = Jx(t) and Ĵ(t) = Ĵx(t) in the following lemmata.

Lemma 1. Ĵ(t) satisfies differential equation

t(1 + t)Ĵ ′′(t) + (Nt+ 1− 2t(x− 1))Ĵ ′(t) + x(x−N − 1)Ĵ(t) = 0. (2.1)

Lemma 2. Let T (t) be defined as T (t) = (1 + t)N−2xĴ(−t2). Then T (t) satisfies
differential equation

(t3 − t)T ′′(t) +
(
2t(N − 2x) + 3t2 − 1

)
T ′(t)

+
(
N − 2x− tN(N + 2)

)
T (t) = 0 (2.2)
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3. The Generating Function

By equality (1.9) function T (t) = (1 + t)N−2xĴx(−t2) can be represented as

T (t) = (1 + t)N−2x
x∑

k=0

(
x

k

)(
x−N − 1

k

)
t2k. (3.1)

We are now ready to state the main result.

Theorem 1. Function

TN,x(t) = (1 + t)N−2xĴx(−t2) (3.2)

is the generating function of discrete Chebyshev polynomials, i.e. τk(x) = Dk(x)
for each k ≥ 0.

4. Concluding Remarks

The main result of this article is the closed form 3.2 for Discrete Chebyshev polyno-
mials. As the Discrete Chebyshev polynomials play a major role in approximation
theory, this result is evidently interesting on its own. We present also some alter-
native forms for the generating function:

Theorem 2. The generating function TN,x(t) can be also represented as

TN,x(t) = (1− t)2x−N ĴN−x(−t2). (4.1)

To combine Theorems 1 and 2 into a single presentation is straightforward:

Theorem 3 (The explicit polynomial form for x ∈ {0, 1, . . . , N}). The generating
function TN,x(t) can be presented as a polynomial in t of degree N :

TN,x(t) = (1 + t · sign(N − 2x))|N−2x|Ĵ (N)
min{x,N−x}(−t2).

Remark 1. Theorem 1 implies that

∑

0≤l≤k/2

(
N − 2x

k − 2l

)(
x

l

)(
x−N − 1

l

)
=

k∑

l=0

(−1)l
(
k

l

)(
N − x
k − l

)(
x

l

)
. (4.2)

A direct combinatorial proof of (4.2) appears challenging, for instance, the tech-
niques of [6] appear powerless in this case. Theorem 2 implies an identity similar
to (4.2).
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Tropical Differential Equations

D. Grigoriev

Tropical differential equations are introduced. Similar to usual tropical
algebraic equations which provide necessary conditions for solvability of sys-
tems of polynomial equations in Puiseux series, tropical differential equations
express necessary conditions for solvability of systems of differential equations
in power (or Hahn) series.

For a system of tropical linear differential equations we prove the existence
of the minimal among its solutions. A polynomial complexity algorithm is
designed for solving such systems. For tropical non-linear differential systems
its NP-completeness is established.

Several open questions are supposed to be discussed and a recent partial
answer to one of them by F. Aroca, C. Garay, Z. Toghani who have estab-
lished a fundamental theorem of tropical differential algebra, namely, that
any (tropical) solution of the tropicalization of a differential ideal can be
lifted to a power series solution of the ideal.

1
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On the separability of 2-qubit X−states
A. Khvedelidze and A.Torosyan

Abstract. It is shown, that there exists 4-parametric family of separable
mixed X−states of 2-qubits with an arbitrary spectrum of the density matrix.

Introduction

Consider the Hilbert space H of binary quantum system, represented by the tensor
product of 2-dimensional Hilbert spaces,H = H1⊗H2 , and known under the name
of 2-qubit system. The density matrix % , describing mixed states of system H , is
separable if it allows the convex decomposition:

% =
∑

k

ωk%
k
1 ⊗ %k2 ,

∑

k

ωk = 1, ωk > 0 , (1)

where %k1 and %k2 represent the density matrices, acting on the corresponding mul-
tiplier of H. Otherwise it is entangled [1] .

Are there mixed states which are separable for an arbitrary spectrum of % ?

The present note aims to prove, that the answer to this question is a�rmative for
the wide class of density matrices, describing the so-called X− states (see [2] and
the modern review [3] for details). Furthermore, it will be shown, that among the
elements of generic 7-dimensional space of X− states with given spectrum, one
can point a special 4-parametric family of separable density matrices.

1. Eigenvalue decomposition for X− states

To formulate the statement precisely, consider the density matrices of the form:

%X :=




%11 0 0 %14
0 %22 %23 0
0 %32 %33 0
%41 0 0 %44


 . (2)

In (2) the diagonal entries are real numbers, while elements of the minor diagonal
are pairwise complex conjugated, %14 = %14 and %23 = %32 . Since non zero elements
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in the density matrix (2) are distributed in a shape that reminds the Latin letter
�X�, the corresponding states are named as the X−states.

It can be proved, that the matrix (2) is unitary equivalent to the diagonal
matrix

%X = KWP diag (λ1, λ2, λ3, λ4) PW+K+ , (3)

where the spectrum {λ1, λ2, λ3, λ4} forms the partially ordered simplex, ∆3, i.e.,

∆3 :
4∑

i=1

λi = 1 0 ≤ λ2 ≤ λ1 ≤ 1, 0 ≤ λ4 ≤ λ3 ≤ 1, (4)

and

W =




e
i
φ1
2
σ2 0

0 e
i
φ2
2
σ2


 , P =




1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0


 . (5)

The matrix K in (3) is the element from the subgroup SU(2) × SU(2) ⊂ SU(4)
of the form K = exp (iu2σ3) × exp (i v2σ3). Here σ2 and σ3 are the standard 2 × 2
Pauli matrices.

2. Applying the Peres-Horodecki separability criterion

Having representation (3), one can analyse the separability as a function of density
matrices eigenvalues {λ} . According to the Peres-Horodecki criterion [4], which is
a necessary and su�cient condition of separability for 2× 2 and 2× 3 dimensional
systems, a state % is separable i� its partial transposition, i.e., %T2 = I ⊗ T% , is
the semi-positive as well.1 Applying the Peres-Horodecki criterion to the density
matrix (3), one can verify that the X−state density matrix is separable i�:

(λ1 − λ2)2 cos2 φ1 + (λ3 − λ4)2 sin2 φ2 ≤ (λ1 + λ2)2, (6)

(λ3 − λ4)2 cos2 φ2 + (λ1 − λ2)2 sin2 φ1 ≤ (λ3 + λ4)2. (7)

Introducing new variables

x = (λ1 − λ2)2 cos2 φ1, y = (λ3 − λ4)2 cos2 φ2, (8)

the inequalities (6) and (7) linearize
{
x− y ≤ a, 0 ≤ x ≤ c,
y − x ≤ b, 0 ≤ y ≤ d, (9)

with parameters (a, b, c, d) , obeying the inequalities:

a+ b ≥ 0, a+ d ≥ 0, b+ c ≥ 0. (10)

1Here we consider the partial transposition with respect to the ordinary transposition operation,
T, in the second subsystem, similarly one can use the alternative action, %T1 = T ⊗ I%.
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On the separability of X−states 3

The parameters (a, b, c, d) are functions of the density matrix eigenvalues

a = (λ1 + λ2)2 − (λ3 − λ4)2, c = (λ1 − λ2)2,

b = −(λ1 − λ2)2 + (λ3 + λ4)2, d = (λ3 − λ4)2 .

Now it is an easy task to be convinced that (9) have solutions for all possible values
of parameters from (10). In other words, for eigenvalues from the partially ordered
simplex (4) the inequalities (6) and (7) determine non empty domain of de�nition
for angles φ1 and φ2 in (3). Typical domains on the (x, y)−plane are depicted on
the Figure 1.

I II III

IV V VI

Figure 1. Plot (I) - the partially ordered simplex ∆3. Plots (II-VI ) - families of solutions

to the Eqs. (9) corresponding to the following decomposition of ∆3: Domain (II) : a < 0,

b = −a, c ≥ 0, d ≥ b; Domain (III): a < 0, b > −a, c ≥ 0, d ≥ −a; Domain (IV): a = 0,

b ≥ 0, c ≥ 0, d ≥ 0; Domain (V): a > 0, −a ≤ b ≤ 0, c ≥ −b, d ≥ 0; Domain (VI): a > 0,

b > 0, c ≥ 0, d ≥ 0.
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4 A. Khvedelidze and A.Torosyan

Conclusion

The dependence of separability from the spectrum of 2-qubit density matrix for
X−states has been discussed. Here it is in order to make few comments on pos-
sible generalization of obtained results to an arbitrary 2-qubit states. The Peres
-Horodecki separability criterion can be written in the form of polynomial inequal-
ities in the SU(2)×SU(2)−invariant polynomials, (the determinants of correlation
and Schlienz -Mahler matrices) [5], [6], treated as unknown variables, and SU(4)
Casimir invariants considered as free parameters. 2 Following the analysis, given in
the present note, one can conjecture that these inequalities constraint only these
two SU(2)× SU(2)−invariant polynomial measures of entanglement.
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Emergence of quantum structures in permutation
dynamics

Vladimir V. Kornyak

Discrete model of quantum evolution. The trajectory of a quantum system is a
sequence of unitary evolutions interspersed with observations. We consider a model
of quantum dynamics represented by the following scheme

Πψt0
Πψti−1

γ1i, w1i
...

γki, wki
...

γKii, wKii

Πψti
ΠψtN

(1)

Here t0, . . . , tN ∈ Z are times of observations Πψt0
, . . . ,ΠψtN

represented by pro-
jectors, namely, Πψti

= |ψti〉〈ψti | is the projector that fixes ψti ∈ H (a Hilbert
space) as the result of observation at the time ti. The entities γki are all possible
products of ∆ti = ti − ti−1 elements of a finite gauge group G = {g1, . . . , gM} with
unitary representation U in H. wki ≥ 0 is the weight of γki,

∑Ki

k=1 wki = 1. The
parallel transports (gauge connections) γki describe different ways of identification
of the indistinguishable objects in the transition between the instants ti−1 and ti.
Single unitary evolution as the most likely gauge connection. Standard quantum
mechanics implies a single unitary evolution between measurements, i.e., for some
a ∈ G the product a∆ti has weight 1, and all other products have zero weights. The
unitary evolution can be written as U = U

(
a∆ti

)
, or, introducing the Hamiltonian

H = i ln U(a), as U = e−iH∆ti . However, the fact that the gauge fields in physics
are determined by the least action principle leads to the idea to study the case
of general weights suggesting that a unique unitary evolution should occur as a
dominant element in the set of all possible evolutions.
Selection of most likely trajectories and the principle of least action. The main
problem in the study of the evolution is the search of the most probable trajectories.
The one-step transition probability is given by the formula

Pψti−1
→ψti

=

Ki∑

k=1

wki 〈ϕki|Πψti
|ϕki〉 , where ϕki = U(γki)ψti−1

.
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2 Vladimir V. Kornyak

The probability of the whole trajectory can be calculated as the product

Pψt0
→···→ψtN

=
N∏

i=1

Pψti−1
→ψti

. (2)

It is convenient to introduce the one-step entropy Sψti−1
→ψti

= logPψti−1
→ψti

and
replace the product of probabilities (2) by the entropy of trajectory

Sψt0
→···→ψtN

=

N∑

i=1

Sψti−1
→ψti

.

This is a discrete counterpart of the continuous action S =

∫
Ldt.

Evolution of gauge connections. Let {wtm} , 1 ≤ m ≤ M be a probabilistic distri-
bution (i.e., wtm ≥ 0 and wt1 + . . .+ wtM = 1) on the gauge group G at the time t.
Consider a group algebra element of the form A = w1

1g1 + . . . + w1
MgM. The time

evolution of the statistics of parallel transports is described by the formula

wt1g1 + . . .+ wtMgM = At.

The uniform distribution, obviously, defines an idempotent in the group algebra:
B = 1

M (g1 + . . .+ gM) =⇒ Bt = B. At tends at large time (t� ExpG) to the
uniform distribution on the group generated by the elements with nonzero initial
probabilities. For small time the evolution of statistics resembles the statistics
evolution of a random walk. The behavior of the model — as is typical for quantum
mechanics — depends on the choice of time intervals between measurements ∆ti.
Natural and standard representations of symmetric group. The most important
and universal example of a finite group is the symmetric group SN. We use here
the N-dimensional natural and (N− 1)-dimensional irreducible standard represen-
tations of SN to study the above model. For our purposes it is sufficient to consider
the constructive version of natural representation that is obtained by replacing the
complex space CN by the module NN, where N = {0, 1, . . .}. Then, the constructive
version of standard representation is obtained by the projection. As a test case, we
consider the quantum Zeno effect for these representations within the framework
of our approach.
Energy of permutation. Planck’s formula E = hν associates the energy with the
periods of underlying microscopic processes. By analogy, we define the “energy”

of a permutation p as its frequency: εp =
1

ord p
. Of course, this definition is

only approximate because the unitary operator associated with the permutation
contains many frequencies: they are inverses of the lengths `1, . . . , `K of disjoint
cycles that constitute the permutation and the period of the permutation is equal
to ord p = lcm (`1, . . . , `K) . However, the definition is useful for classifying the
elements of permutation groups from a “physical point of view”. Moreover, the
permutations of the dominant conjugacy classes usually contain a small number
of different frequencies and the definition becomes “almost exact”.
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Emergence of quantum structures in permutation dynamics 3

Example. Computations with S50. Figure 1 shows the “energy spectrum” for the
dominant classes of the group S50 in the range of periods [1..300]. The numerical
characteristics of the group are: |S50| = 50! ≈ 3.04×1064; the number of conjugacy
classes is equal to 204226; the maximum period is equal to 180180. The size of the
largest class is approximately equal to 6.2 × 1062, and its period is 49. Data for
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Figure 1. Energy spectrum of S50. Exact computation.

the graph were obtained by exact calculations.
Monte Carlo approach. The study of the model discussed here by analytical meth-
ods seems to be problematic. A reasonable approach is to use Monte Carlo meth-
ods, which in their spirit are perfectly adequate to the “irreducible quantum ran-
domness” (John von Neumann1). Figure 2 reproduces data obtained from the
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Figure 2. Energy spectrum of S50. Randomly generated 106 permutations.

1Both the idea of the irreducibility of quantum randomness and Monte Carlo methods were
actively promoted by John von Neumann.
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4 Vladimir V. Kornyak

Monte Carlo simulation. In this task — which took about 10 sec on 3.3 GHz Intel
Core i3-2120 CPU — we have generated 106 elements of the group S50. Comparing
the figures, we see that the Monte Carlo simulation reproduces the general features
of the distribution rather satisfactory taking into account that the ratio of the size
of the generated sample to the size of the group is only about 10−58.
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Construction of automorphisms of 3-ary necklaces

I. A.Krepkiy

The concept of the sandpile group of graph will be described. Connection be-
tween necklaces and irreducible polynomials over the finite fields will be presented.
The construction of group of automorphisms of necklaces based on this connection
will be described. A direct approach for calculation of this group implies a calcula-
tion of minimal polynomials for elements of finite fields. An idea for modification
of algorithm that will allow to avoid a calculation of minimal polynomials will
be considered. Hypothesis about relation between automorphism groups of 3-ary
necklaces and the sandpile groups of 3-ary de Bruijn graphs will be stated.
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MathPartner one year later

Gennadi Malaschonok

Abstract. The report focuses on the changes that have occurred over the last
year in the cloud mathematical project MathPartner. This includes Boolean
functions, functions of set theory, additional special functions, new 3D graph-
ics, new parallel interface, and signi�cantly improved sidebar in the user in-
terface.

One of the main �tures of Math Partner is the environment of working place.
The de�nition of any mathematical object involves the de�nition of some environ-
ment, that is, the algebraic structure which contains this object. This structure
is de�ned by numeric sets, algebraic operations and variable names. Examples:
R64[], R[x], Q[x, y] or Rmax,+[t].

However, Boolean algebra is available to the user in any environment. Op-
erations of conjunction, disjunction, and negation are performed on the variables
�true� and �false�. But there are no special characters for �true� and �false�. Zero
is considered to be a �false� and any not zero element is the �true�. All operations
of comparison of mathematical objects return values 0 and 1 with a numerical type
Z64.

These values can be used in the Boolean operations or in the branching
statements (for, if − else, while− do) of Matnpar language. Boolean operations
may be applied to matrices. In this case conjunction and disjunction operations
do similar to the matrix * and + operations. So it is very easy to calculate the
composition of relations as a conjunction of the relevant matrices.

The user is now available algebra of subsets of real numbers with operations:
∪ (union of sets), ∩ (intersection of sets), \ (set minus), 4 (set symmetric minus),
s′ (complement to the set s).

They can use notations for such subsets: \(a, b\) � open interval, \[a, b\]
� closed interval, \(a, b\] � half-open interval, \[a, b\) � half-closed interval, ∅ �
empty set.

The list special functions, with which you can work, both in symbolic and
numeric form additionally includes several new functions.
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2 Gennadi Malaschonok

Bessel functions:

BesselJ(n, x) and BesselY (n, x).

Legendre polynomials:

P (n, x) = 1/(2n)

n∑

k=0

(
n

k

)2

(x− 1)n−k(x+ 1)k.

Associated Legendre polynomials:

P (n,m, x) = Pmn (x) = (−1)m(1− x2)m/2(d/dxm)P (n, x).

Spherical Harmonic:

Y (n,m, θ, φ) = [P (n,m, cos(θ)) cos(mφ), P (n,m, cos(θ)) sin(mφ)].

which is solution of Laplace's equation in spherical coordinates.

Spherical function:

Y r(n,m, r, θ, φ) = rnY (n,m, θ, φ)

Spherical Harmonic in Cartesian coordinates:

Y Cart(n,m, x, y, z) = Y (n,m, θ, φ)

for r =
√
(x2 + y2 + z2), z = r cos(θ), x = r sin(θ) cos(φ), y = r sin(θ) sin(φ)

Spherical function in Cartesian coordinates:

Y rCart(n,m, x, y, z) = rnY Cart(n,m, x, y, z)

In the report, we discuss olso the new opportunities of constructing images
of surfaces, a new parallel interface, and signi�cantly improved sidebar in user
interface.

New address of the mirror with Math Partner see at [4]. Here we have today
16G memory and 16 kernels.
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On M.N. Lagutinski method for integration of ordinary

differential equations

Mikhail D. Malykh.

Researches of M. N. Lagutinski on the theory of integration of the differ-

ential equations were interrupted with his tragic death in 1915; here they are

considered from viewpoint of modern computer algebra.

For a ring A with differentiation D and basis

B = {φ1, φ2, . . . }

the sequence of determinants is entered, they are called further as Lagutinski

determinants. The notion of rational integral is entered without assumption

about integrity of the ring. If one of Lagutinski determinants is equal to zero,

the rational integral exists, moreover, we can always calculate this integral.

The converse is proved at additional assumptions concerning the ring R.

The differentiation D will be called as contracting differentiation if there

is a basis in which

Dφi = ciφi + o(φi), ci ∈ c(R).

For the differentiation it is possible to write out simple necessary criterion of

existence of integrals: among indexes ci there are equal.

Possibilities of Lagutinski method are illustrated with simple examples in

a ring Q[x, y] and Q[x, y, z], including the question about integrals of Brio

and Bouquet differentiation. M. Singer’s theorem opens a way to application

of this method for integration of the differential equations in quadratures.
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Coloring triangulated surfaces

Andrei Malyutin

Abstract. A coloring of a singular triangulation is a partition of the set of
its open simplices into classes (colors). A set of k colorings of one and the
same triangulation is called a k-layered coloring. It turned out that (k +m)-
dimensional manifolds and pseudomanifolds can be coded by k-layered col-
orings of triangulated m-dimensional manifolds. In particular, n-dimensional
(pseudo)manifolds can be coded by (n− 1)-layered colorings of sets of circles.
In the first place, we investigate the coding of 3-pseudomanifolds by colorings
of triangulated surfaces. Joint research with E. Fominykh and A.Vesnin.

Singular triangulations (simplicial CW-complexes). Let X be a simplicial complex
and let Φ be a collection of affine homeomorphisms between some of the faces of X.
Following [Mat03, p. 11], we refer to the pair (X,Φ) as to a face identification
scheme (a scheme). A scheme (X,Φ) is called inadmissible if homeomorphisms
in Φ induce a non-identity automorphism on a face in X. Otherwise, the scheme
is called admissible. The quotient space Q(X,Φ) of the scheme (X,Φ) is defined as
the space obtained from X by identification of faces via the homeomorphisms in Φ.
The quotient space of an admissible scheme is naturally endowed with a structure
of CW-complex. A CW-complex is said to be simplicial if it can be obtained as
a quotient space of an admissible scheme.1 The cell structure of a simplicial CW-
complex is called a singular triangulation. A simplicial CW-complex X is said
to be a triangulated n-pseudomanifold if removing of vertices (0-dimensional cell)
from X yields an n-manifold.

Colorings. By a coloring of a CW-complex X we mean a map χ : X → C (where
C is an arbitrary set, called the set of colors) which is constant on each open
cell of X. We say that a coloring of a CW-complex is trivial if no two distinct
open cells have the same color. We say that a coloring χ : X → C of a topological
space X is coherent if for each pair of points x, y of the same color there exist
arbitrarily small open neighbourhoods Ux and Uy of x and y with a color-preserving
homeomorphism Ux → Uy. The trivial coloring is coherent. We say that a coloring

Supported by RFBR grant 16-01-00609.
1Cf. ∆-complexes in [Hat02, p. 103], side-pairing in [Rat94, p. 435], pseudocomplexes, etc.
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2 Andrei Malyutin

χ : S → C of a simplicial CW-complex S is regular if for each of its colors C ∈ C
there exists an integer d such that χ−1(C) consists of d+2 open cells of dimension d.

Derived complexes. Let S be a simplicial CW-complex. Let V ⊂ S be the set of
vertices of S, let L2(V ) be the link of V in the second barycentric subdivision of S,
let λ(V ) be the underlying topological space of L2(V ) with CW-complex structure
forgotten, and let S† = λ†(V ) be λ(V ) with the structure of CW-complex induced
by that of S (that is, by the intersections with the cells of S). Clearly, the CW-
complex S† is simplicial. We say that S† is the derived complex of S. If S is a
triangulated n-pseudomanifold, then S† is an (n−1)-manifold. If S is a triangulated
n-manifold, then S† is the union of (n− 1)-spheres. Observe that a coloring of S
induces a coloring of S†. A coherent coloring of S induces a coherent coloring of S†.
A trivial coloring of S induces a coherent regular coloring of S†. This determines a
map Fn from the set of (isomorphism classes of) triangulated n-pseudomanifolds
without boundary to the set of (isomorphism classes of) coherent regular colorings
of triangulated (n− 1)-manifolds without boundary.

Theorem 1.
1. The map F3 is injective.
2. The map F3 is not surjective.

Partial colorings. By a partial coloring of a CW-complex X we mean a coloring
χ : X \ V (X)→ C, where V (X) is the set of vertices of X, such that χ is constant
on open cells. Let π2 be the natural forgetting map from the set of coherent regular
colorings of singular triangulations on closed surfaces to the set of coherent regular
partial colorings of singular triangulations on closed surfaces (the map π2 ‘forgets’
the colors of vertices).

Theorem 2.
1. The map π2 is injective.
2. The map π2 is not surjective.
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Provable programming of algebra:
particular points, examples.

Sergei D. Meshveliani

Abstract. It is discussed an experience in provable programming of a com-
puter algebra library with using a purely functional language with dependent
types (Agda). There are given several examples illustrating particular points
of implementing the approach of constructive mathematics.

Keywords. constructive mathematics, computer algebra, dependent types.

1. Introduction

Applying the approach of constructive mathematics [2] [1] and technology of purely
functional programming with dependent types [5] makes it a fully adequate ap-
proach to programming computation in algebra, in mathematics. In particular
[3] [4] this 1) solves completely the problem of representing an algebraic domain
depending on a dynamic parameter, 2) makes mathematical definitions and for-
mal proofs an explicit part of a program, a part understood by the compiler and
automatically checked before the running time.

So far, we use Agda as a language with dependent types.
This thesis describes in examples some of interesting features of the construc-

tive-provable approach to programming algebra.

2. Example with termination proof

The type checker needs to verify termination for each function given in the pro-
gram, in order to follow constructive mathematics. The main tool for this is finding
an argument which is decreased in a certain syntactic ordering when the function
is applied recursively. For example, apply the unary coding for natural numbers,
with the constructor suc for the next number. Consider the program

This work is supported by the FANO project of the Russian Academy of Sciences, the project

registration No AAAA-A16-116021760039-0.
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2 Sergei D. Meshveliani

0 + n = n

(suc m) + n = suc (m + n)

for summing natural numbers. The type checker decides that it is terminating,
because in the second line the left argument term ‘m’ for _+_ on the right hand
side is syntactically smaller than the argument (suc m) on the left hand side. For
more complex functions, the programmer is often supposed to help the type checker
by introducing the counter expression. The counter is syntactically decreased with
each recursive call. And the program needs to specify the result when the counter
turns zero. Consider the example for a provable program:

for any prime natural p find the next prime.
In reality, we tested the sieve method. But for this paper, let us consider the
simplest algorithm of searching-through. The primality notion for N is defined in
Agda as the function

IsPrime : N → Set

IsPrime p = p 6≡ 1 × (∀ {m n} → (m * n ≡ p) → m ≡ 1 ] n ≡ 1)

that returns a type. This type has a value in it when the argument p is prime. It
expresses the property “if m * n ≡ p, then m ≡ 1 or n ≡ 1”.

Assume the following simplest constructs. The algorithm _|?_ for deciding
divisibility is defined via division with remainder. The algorithm prime? for deciding
primality of n is defined by searching through all 1 < m < n with applying m |? n.
The algorithm firstFactor>1 finds for each n > 1 the first m > 1 that divides n. This
is done by searching through. Also it is proved the statement
n > 1 → IsPrime (firstFactor>1 n). Now, the function

nextPrime : ∀ p → IsPrime p →
(∃ \q → p < q × IsPrime q × IsFirstPrimeAfter q p)

needs to return q which is the first prime after p (and the corresponding witnesses).
Program it as search-through: test (prime? n) for n = 1+p, 2+p, ..., until is finds
a prime. To provide a termination proof, let us give an expression for any prime
b = bound p such that p < b. Then, add the counter expression cnt = b - n to the
search loop. The counter is decreased each time when n steps from n to suc n. If
a prime is not found earlier, and it turns cnt = 0, then n ≡ b occurs the needed
prime. With this, the type checker verifies termination.

And for b = bound p we need any expression such that the properties p < b

and IsPrime b have an easy constructive proof. Choose this:
bound p = let p0, p1, ..., p = all primes up to p

-- found by repeatedly applying ‘prime?’

a = p0 * p1 * ... * p

in

firstFactor>1 (1 + a)

Then, a constructive proof for that (bound p) is a prime greater than p is not difficult
to provide. With this, the program is verified. But it performs in a strange way at
run-time: (nextPrime 31) hangs for a very long time!

The reason for this is that the condition b - n =? 0 is very expensive to
check at run-time (see the algorithm for b). Its check is needed only to provide
(statically) a termination proof, it is not needed at run-time. But there is no way
to explain this to Agda, and this check gets into the executable program.
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Provable programming of algebra 3

Improvement: apply the Bertrand – Chebyshev estimation —
“there exists a prime between p and 2*p”.
The counter of 2*p - n is compared fast to zero. But a proof for this bound

is large and complex! So: one bound is easy to prove but expensive to compute at
run-time, another bound is computed fast but is complex to prove. What has one
to put into the Agda program? The way out for (nextPrime p) is as follows.

Search-II:
first search before bound2 = 2*p. If the needed q is found, then stop.
Otherwise, search by new from 1+p up to (bound p).
This program 1) is verified, including termination, 2) has a fast comparison

in the search loop. This is because the part of ‘Otherwise’ will never be performed
at run-time.

But what is a way out for the case when there is proved an ‘expensive’ bound
like above, and is not even known of any better bound?

The following solution is sufficient. In Search-II, put for bound2 an unfeasible
number — such one that will never be reached in practice in the above loop
(I take this solution from the message by Ulf Norell).

In fact, this trick with unfeasible bound partly replaces the Markov’s principle
in constructive mathematics. This principle [2] allows a proof by contradiction for
a termination proof, and it cannot be implemented in Agda without using the
‘postulate’ construct.

3. Refuting the two prejudices

Prejudice 1:
“Proof by contradiction is not possible in constructive mathematics”.

In fact: it is possible — when the relation has a decision algorithm.
Example: in most domains in computer algebra the equality relation has a decision
algorithm _=?_. Respectively, a program of the kind

case x =? y of \ { (yes x≈y) → ...; (no x 6≈y) → ... }

actually applies the excluded third law to this relation.

Prejudice 2: “Programs in the verified programming tools (like Coq, Agda) do not
provide a proof itself, instead they provide an algorithm to build a proof witness
for each concrete data”.

I claim: they also provide a proof in its ordinary meaning
(this is so in Agda, and I expect, the same is with Coq).

Let us illustrate this with the example of proving the statement

for all n (n ≤ n).

for natural numbers. The relation _≤_ is defined on N so that a witness for it can be
built only with applying the two data constructors (axioms):
z≤n — “0 ≤ n for all n”, and s≤s — “if m ≤ n, then suc m ≤ suc n”.
(Syntax: z≤n, s≤s are function names, as they are written without blanks).
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For example: (s≤s (s≤s z≤n)) is a proof for 2 ≤ 5.
Consider the inductive proof for the goal statement. If n = 0, then 0 ≤ 0 is

proved by the law z≤n. For a nonzero, it is needed to prove suc n ≤ suc n. By
inductive supposition, there exists a proof p for n ≤ n. And the law s≤s applied
to p yields a proof for suc n ≤ suc n.

Write the corresponding proof in Agda:
theorem : ∀ n → n ≤ n

theorem 0 = z≤n
theorem (suc n) = s≤s (theorem n)

For each n : N the function theorem returns a value in the type n ≤ n, that is the
corresponding witness. The second pattern applies the function theorem recursively.
This provides a proof in the two meanings.
(1) At the run-time, (theorem n) yields a proof for n ≤ n for each concrete n.
(2) The very algorithm expression for theorem is a symbolic expression that presents
a general proof for the statement “for all n (n ≤ n)”.

The algorithm (program) theorem is a symbolic expression (term), its parts
depending on a variable n. This term is verified by the type checker statically —
before run-time. And this is the same as checking an ordinary inductive proof.
Reasoning by induction corresponds to setting a recursive call to the algorithm for
forming a witness.

We see that (2) provides a real generic proof for the statement, while (1)
provides a witness for each concrete n. Similar it is with all proofs.
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Painleve equations play an important role in theory of integrable nonlin-
ear equations. Several books are devoted to the theory of Painleve equations
[1],[2].Painleve equations can be generated via linear Heun equations [3, 4, 5].

The corresponding calculations are simple in principle however boring in
realization. Our goal was to simplify the computations by using ACS Maple.
Ingoing data are Heun type equations and the outgoing data are various Painleve
equations. In this manner our package can cover all Heun equations and Painleve
equations presented in NIST project [6].We present the structure of our package
and give results of particular computations.
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Oriented area is a perfect Morse function

Gaiane Panina

Abstract. We show that an appropriate generalization of the oriented area
function is a perfect Morse function on the space of three-dimensional con-
figurations of an equilateral polygonal linkage with odd number of edges.
Therefore cyclic equilateral polygons (which appear as critical Morse points)
are interpreted as independent generators of the homology groups of the (dec-
orated) configuration space.
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On the computational complexity of the three-body

initial value problem

Nikolay Vasiliev and Dmitry Pavlov

Abstract. A classical example of a chaotic dynamic system is considered as a

computational problem, stated in terms of computable real numbers. A hypo-

thetical Turing machine, using an in�nite tape containing initial values as an

input, and a number t as a time interval, can calculate the state of the system

at time t as computable real numbers. Known algorithms of numerical inte-

gration require at least O(t) time to complete, even disregarding the precision

loss. This work deals with the question: can there exist such a machine that

solves the initial value problem for three-body system in polynomial in log(t)
time? Basing on the works of Sitnikov and Alexeyev, we can deduce that a

particular case of the three-body problem is so combinatorially rich that no

Turing machine can �nd the solution in a polynomial time.
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Mathematical tasks with verifiable parametrized
answers

Ilia Posov

Abstract. Tasks with verifiable answers are the tasks, for which a student’s
answer can be automatically checked based only on its statement. This means
that a teacher needs only to provide a statement for a task, and does not
need to provide an answer, usually even does not need to solve a task, but the
task still can be automatically checked. Parametrized answer means a type of
answer that contains parameters from the statement. The report discusses the
implementation of such tasks with and without the use of computer algebra
systems.
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Tools for supporting of competitions and Olympiads

Sergei Pozdniakov and Vasiliy Akimushkin

Abstract. Comparative experience of using of various computer tools in the

International competition "Bebras", "Construct-Test-Explore" contest and

the Olympiad on discrete mathematics and theoretical informatics is pre-

sented in the report.
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The problem of reconstruction of coe�cients for Fuch-
sian equations from monodromie data had been studied by
Plemelj [1]. The main result was negative. In other words
the parameters of equations can not be reconstructed from
monodromie data. One of the reasons lays in existence
of so-called apparent singularities which correspond to ap-
propriate parameters but for which a monodromie matrix
is trivial.

Here we give some examples of recipes how to gener-
ate or annihilate apparent singularities in linear di�erential
equations with polynomial coe�cients by turning to equa-
tions for derivatives and inverse derivatives of solutions.
Previously this approach was proposed by A. Ishkanyan
and Suominen [2] for numerical needs.

First we give the de�nition of apparent singularity valid
for our case. Suppose we have an equation

L(D, z)y(z) =
n∑

k=0

Pk(z)Dky(z) = 0 (1)

where L(D, z) is a polynomial in two variables: D � dif-
ferentation operator and z � multiplication by variable z.
The corresponding degrees are n and m respectively with
m ≥ n+1. Zeros zj of the polynomial Pn(z) and the point
z = ∞ under additional conditions (which are not discussed
here) are regular ( fuchsian) singularities of equation (1).
In this case equation (1) is a fuchsian equation. If two fuch-
sian singularities coalesce we arrive to irregular singularity
and to con�uences equation. The latter equations also can
be considered as equations with polynomial coe�cients.

1
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Among fuchsian singularities apparent singularities can
be distinguished in the vicinity of which general solution
y(z) is a holomorphic function. We show in examples that
if we have equation without apparent singularities the equa-
tion for the derivative of a solution possess apparent singu-
larities.

Example 1. Equations of Heun class [3] can be presented
as

σ(z)w′′(z) + τ (z)w′(z) + ω(z)w(z) − hw(z) = 0, (2)

where σ(z) is a polynomial of third degree or less, τ (z) is
a polynomial of second degree or less and ω(z) is a polyno-
mial of �rst degree or less. These polynomials depend on
parameter t and accessory parameter h.

We introduce beyond the function w(z) its derivative
u(z)

u(z) = w′(z) (3)

Di�erentiation of (2) leads to the second order equation
for u(z)

σ(z)u′′(z) +

(
τ1(z) − σ(z)

ω′(z)

ω(z) − h

)
u′(z) +

(ω1(z) − h)u(z) −
(

τ (z)
ω′(z)

ω(z) − h

)
u(z) = 0 (4)

with τ1(z) = τ (z) + σ′(z), ω1(z) = ω(z) + τ ′(z). Equa-
tion (2) beyond singularities characteristic for initial Heun
equation has an additional apparent singularity z = q being
the single zero of ω(z) − h. It had been shown in publi-
cation [?] that equation (4) generates nonlinear integrable
Painlev�e equations.

Example 2. Next in complexity in comparison with Heun
equation is an equation similar to (2) but with σ(z) =∏4

j=1(z − zj) - fourth degree polynomial with increase by

unity degrees of other polynomials in (2).Clearly the factor
P0(z) in front of y(z) would be a second degree polynomial
depending on two accessory parameters. The equation for
u(z) = y′(z) will have two apparent singularities according
to the degree of mentioned polynomial.

Example 3. Suppose P0(z) = A(z −q)2 that corresponds
to zero with multiplicity 2. Then we arrive after di�eren-
tiating twice to a single apparent singularity but slightly

2
71



di�erent from the introduced above. Namely, characteris-
tic indices at apparent singularity are 1 and 3.

What is the meaning of our presentation of apparent
singularity. At ordinary point of a di�erential equation
Cauchy data can be posed and afterwards all other deriva-
tives of a solution can be computed via di�erential equa-
tion. However, in the case of apparent singularity the
derivative of order equal or higher than the order of the
equation can be arbitrary.

Example 4. A particular Fuchsian third order equation
with singularities located at the points z1 = 0, z2 = 1, z3 =
t can be considered

z2(z − 1)(z − t)y′′′(z) + [(3 − α − β)z(z − 1)(z − t) −
θ3z

2(z − 1) − θ2z
2(z − t)]y′′(z) +

(α − 1)(β − 1)(z − 1)(z − t)y′(z) + (κz + h]y(z) = 0. (5)

The Riemann scheme for this equation



z1 z2 z3 ∞ z
0 0 0 a h
α 1 1 b
β 2 + θ3 2 + θ2 c




shows the Frobenius characteristic exponents.

a + b + c = −α − β − (θ2 + θ3)

ab + bc + ac = αβ + (θ2 + θ3)

abc = κ

It means that at �nite singularity z = 0 there is one holo-
morphic solution and two solution which are in general not
holomorphic whenever at z = 1 and z = t there are two
linearly independent holomorphic solutions and one which
is not holomorphic. The system for the coe�cients a, b, c
can be explicitly solved Let

θ2 + θ3 = γ

Then a can be chosen as any root of equation

a3 + a2(α + β + γ) + a(αβ + γ) − κ = 0

and b = x1 and c = x2 are taken as roots of equation

ax2 + (α + β + γ + a)x + κ = 0

3
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Di�erentiating (5) one obtains a third order equation
with additional apparent singularity.

The presented examples allow to formulate the following
conjectures.

Conjecture 1. Any linear di�erential equation with polynomial

coe�cients containing apparent singularities can be obtained as an

equation for a proper derivative of a solution of a linear di�erential

equation without apparent singularities.

If we turn to inverse derivatives we arrive to the opposite
conjecture.

Conjecture 2. Any linear di�erential equation with polynomial

coe�cients containing apparent singularities can be transformed to

equation without apparent singularities by use of inverse derivatives

of a solution

To prove this conjectures is an open question.
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On Cubic Hypersurfaces with Involutions

Alexandr V. Seliverstov

Abstract. Multidimensional generalizations of the Weierstrass normal form
are considered, depending on the Waring decomposition. The straightforward
generalization exists for Fermat-type cubic forms, but does not exist for the
general cubic forms in four variables. On the other hand, if a cubic form
has a sufficiently small rank, then the corresponding hypersurface is invariant
under a nonidentity birational involution of the complex projective space. The
involution can be calculated in terms of radicals.

Let us focus on cubic hypersurfaces that are invariant under a nonidentity
birational involution of the complex projective space. Throughout the paper all
coefficients are denoted by small Greek letters. A form means a homogeneous
polynomial over the field of complex numbers. A hypersurface means a projective
variety of codimension one. A hypersurface given by the form f is smooth if its
gradient ∇f is nonzero outside of the origin; otherwise it is singular. Two forms
f and g are equivalent to each other if there exists a nondegenerate linear trans-
formation J such that f(x) = g(Jx). A cubic form in three variables is equivalent
to the Weierstrass normal form y20y2 + y31 + αy1y

2
2 + βy32 . It is invariant under the

linear involution (y0, y1, y2) 7→ (−y0, y1, y2). The rank of a form f of degree d is the
minimal number of linear forms needed to represent f as a sum of d-powers. This
sum is known as the Waring decomposition. For example, each ternary cubic form
can be decomposed as the sum of five cubes (Sylvester Pentahedral Theorem).
The next example shows the relationship between the Weierstrass normal form
and the Waring decomposition. Let us consider the linear transformation given by
two equations x0 = 1

6y1 + y0 and x1 = 1
6y1 − y0. Then x30 + x31 = y20y1 +

1
108y

3
1 .

Theorem 1. The general cubic form in four variables is not equivalent to any form
of the type y20y3 + g(y1, y2, y3).

Proof. Let us suppose the general cubic form f in four variables is equivalent to
a form of the type y20y3 + g(y1, y2, y3). One can assume that the surface given by
the equation f = 0 is smooth. The requirement of smoothness does not reduce the
dimension of the set of forms. The curve given by the equation g = 0 is smooth.
Thus, the form g is equivalent to the second normal form g = z31+z

3
2+z

3
3−3λz1z2z3
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with replacement of three variables y1, y2, and y3 by linear forms in three variables
z1, z2, and z3. Then f = y20(ρ

2
1z1 + ρ22z2 + ρ23z3) + z31 + z32 + z33 − 3λz1z2z3, where

at least one of the coefficients ρ1, ρ2, or ρ3 is nonzero. Otherwise, the form would
not depend on the variable y0; therefore the point with homogeneous coordinates
[1 : 0 : 0 : 0] would be a singular point of the surface. One can assume that
ρ3 6= 0. Replacing the variable y0 = ρ3z0 yields an equivalent cubic form of the
type f = z20(µ1z1 + µ2z2 + z3) + z31 + z32 + z33 − 3λz1z2z3. So a cubic form in four
variables with at most 20 monomials is defined by a matrix with 16 entries and
three parameters λ, µ1, and µ2. Mapping of the pair consisting of the form f(x)
and the matrix J to another form f(Jx) obtained by the linear transformation
of coordinates defines a regular surjection from the 19-dimensional affine complex
space onto an open set of the 20-dimensional complex space. There is a small
polydisc such that the map is bijective. This contradicts Brouwer’s theorem. �

Theorem 2. Given the cubic form f = x30 + · · ·+ x3n + (α0x0 + · · ·+ αnxn)
3 in at

least three variables x0,. . . , xn. There exists a transformation of coordinates such
that f is equal to the rational function y20yn + g(y1, . . . , yn) in the complement of
a hyperplane given by the linear equation yn = 0 in at most three variables x0, x1,
and xn. The transformation is the identity map for all coordinates except three;
moreover it can be calculated in terms of radicals.

Proof. Let us consider the linear form ` = α0x0 + · · · + αnxn and the Hessian
matrix H, whose entries are equal to ∂2f

∂xi∂xj
. The matrix H is equal to the sum

of the diagonal matrix diag(6x0, . . . , 6xn) and the matrix with entries 6αiαj`.
Let us consider a point u with coordinates ui = 0 for all 2 ≤ i ≤ n − 1 such
that it is not the origin, and both `(u) and f(u) vanish. Its coordinates can be
calculated in terms of radicals. The rank of the matrix H(u) is at most three and
does not increase under a linear transformation of the coordinates. Let us consider
the quadratic form h = u0x

2
0 + u1x

2
1 + unx

2
n with the matrix H(u). It vanishes at

the point u because h(u) = f(u) = 0; likewise both gradients ∇f(u) and ∇h(u)
are collinear and nonzero. Both quadric h = 0 and cubic f = 0 have a common
tangent hyperplane with defining linear form zn = u20x0 + u21x1 + u2nxn up to a
nonzero factor. A linear subspace of codimension two lies on the quadric h = 0.
It is defined by two linear equations z1 = zn = 0 for some linear form z1 in three
variables x0, x1, and xn. Let us choose an independent linear form z0(x0, x1, xn)
such that z0(u0, u1, un) 6= 0. Let us set at last zi = xi for all indices 2 ≤ i ≤ n− 1.
The linear transformation is nondegenerate. Thus, the set {zi} is a basis for the
dual space. If both u0 and un are nonzero, then one can choose the forms z0 = x0
and z1 = u1x0 − u0x1.

The restriction of h to the subspace vanishes identically. Thus, the cubic form
is equal to f = ρ20z

2
0zn + 2ρ0z0(ρ1z1 + · · · + ρnzn)zn + 2τρ0z0z

2
1 + s(z1, . . . , zn),

where ρk and τ are complex numbers. As the cubic is not a cone, ρ0 6= 0.
In case τ = 0, the cubic form can be transformed to f = y20yn+g(y1, . . . , yn),

where y0 = ρ0z0 + ρ1z1 + · · ·+ ρnzn and for all indices i 6= 0 we set yi = zi.
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In case τ 6= 0, if zn 6= 0, then f is equal to

f = ρ20z
2
0zn + 2ρ0z0

(
ρ1z1 + · · ·+ ρnzn + τ

z21
zn

)
zn + s(z1, . . . , zn).

Let us set y0 = ρ0z0 + ρ1z1 + · · · + ρnzn + τ
z21
zn

and for all indices i 6= 0 we set
yi = zi. Then f = y20yn + g(y1, . . . , yn), but y0 and g are rational functions. Their
denominators are powers of a linear form u20x0 + u21x1 + u2nxn. �
Remark. There are 1

6 (n
3 − n) choices of three coordinates xi, xj , and xk instead

of x0, x1, and xn.

Theorem 3. Given the cubic form f = x30 + · · ·+ x3n + (α0x0 + · · ·+ αnxn)
3 in at

least three variables x0,. . . , xn. The corresponding cubic hypersurface is invariant
under a nonidentity birational involution of the ambient projective space.

Proof. According to Theorem 2, there is a birational map ϕ from the cubic hyper-
surface f = 0 to a hypersurface, which is invariant under the action of the linear
involution [y0 : y1 : · · · : yn] 7→ [−y0 : y1 : · · · : yn]. The composition of the map ϕ,
the involution, and ϕ−1 yields a sought involution. �
Remark. All cubic surfaces are rational. Thus, a large set of birational involutions
exists for any cubic surface. If there is a regular involution of an open set of the
surface with a unique singular point, then the point is fixed under the involution.
In this way, one can either localize the singular point, or verify smoothness of a
cubic surface having at most one singular point. The requirement for uniqueness
of the singular point is significant. Otherwise, two singular points can be mapped
one into another under the involution.

The following theorem improves the result from [1] in case of cubic hypersur-
faces. The homogeneous coordinates of (−1, 1)-points are equal to [±1 : · · · : ±1 : 1]
up to a common nonzero factor.

Theorem 4. Given the cubic form f = x30+· · ·+x3n+(α0x0+· · ·+αnxn)3 in at least
three variables x0,. . . , xn, where all the coefficients αk are nonzero. There exists a
one-to-one correspondence between singular points of the cubic hypersurface f = 0
and (−1, 1)-points belonging to the hyperplane defined by the linear form h =

β0y0 + · · ·+ βnyn + yn+1 in n+ 2 variables with the coefficients βk =
√
−α3

k.

Proof. Let us consider the cubic form g = β0y
3
0 + · · · + βny

3
n + y3n+1. Since all

the coefficients βk are nonzero, the hypersurface g = 0 is smooth. Its hyperplane
section is projectively equivalent to the hypersurface f = 0. If both forms h and
g vanish simultaneously at a (−1, 1)-point, then the hyperplane is tangent to the
hypersurface g = 0 at this point. Thus, the section is singular.

At a singular point of the section, the hyperplane h = 0 coincides with the
tangent hyperplane to the hypersurface f = 0. Since all the coefficients βk are
nonzero, both gradients ∇h and ∇g can be collinear only at the points whose
coordinates satisfy the system of the equations x2k = x2j for all indices k and j. All
the points are (−1, 1)-points. �
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In accordance with the Alexander–Hirschowitz theorem [2], the rank of the
general cubic form in four variables is equal to five. It is exactly one more than
the number of variables. If the Waring decomposition is known, then Theorem 4
solves the system for cubic surface by means of an auxiliary combinatorial task
that is equivalent to the set partition problem. Unfortunately, it is hard to find
a (−1, 1)-point belonging to the hyperplane in high dimensions [3]. On the other
hand, one can find (−1, 1)-points belonging to the hyperplane given by a linear
form with integer coefficients near zero, using dynamic programming.
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Hankel polynomials in the interpolation problems

Alexei Yu. Uteshev and Ivan Baravy

Abstract. We treat the univariate interpolation problem {f(xj) = yj}Nj=1 for
polynomial and rational functions. Developing the approach by C.Jacobi, we
represent the interpolants by virtue of the Hankel polynomials generated by
the sequences {∑N

j=1 x
k
j yj/W

′(xj)}k∈N and {∑N
j=1 x

k
j /(yjW

′(xj))}k∈N; here
W (x) =

∏N
j=1(x − xj). The obtained results are applied for the error cor-

rection problem, i.e. the problem of reconstructing the polynomial from a
redundant set of its values some of which are probably erroneous. The prob-
lem of evaluation of the resultant of polynomials p(x) and q(x) from the set
of their values is also tackled within the framework of this approach.

Introduction

Compared with the polynomial interpolation problem which is known for numer-
ous practical applications since its very beginning in the 17th century, rational
interpolation problem has received its real life application points in the late 20th
century. In case of infinite fields, these are Control Theory (recovering of the trans-
fer function from the frequency responses) while for the case of finite fields these
are Error Correcting Codes (Berlekamp-Welch agorithm).

We solve the polynomial and the rational interpolation problems {f(xj) =
yj}Nj=1 with the aid of the Hankel polynomials [1], i.e. polynomials in x with the
following representation in the determinantal form

Hk(x; {c}) =

∣∣∣∣∣∣∣∣∣∣∣

c0 c1 c2 . . . ck
c1 c2 c3 . . . ck+1

...
. . .

...
ck−1 ck ck+1 . . . c2k−1
1 x x2 . . . xk

∣∣∣∣∣∣∣∣∣∣∣

= Hk({c})xk + hk1x
k−1 + . . . (1)

Here the generators c0, c1, . . . c2k−1 of the polynomial are the elements of some
(finite or infinite) field and Hk({c}) = det[ci+j−2]ki,j=1 is the Hankel determinant.
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2 Alexei Yu. Uteshev and Ivan Baravy

1. Rational interpolation
We are looking for the rational interpolant in the form f(x) = p(x)/q(x) where
p(x) and q(x) are polynomials, deg p ≤ n,deg g ≤ m and N = n + m + 1. The
interpolation problem is not always solvable.

Theorem 1. Let {yj 6= 0}Nj=1, and W (x) =
∏N
j=1(x− xj). Compute the values

τk =

N∑

j=1

yj
xkj

W ′(xj)
for k ∈ {0, . . . , 2m} (2)

and

τ̃k =
N∑

j=1

1

yj

xkj
W ′(xj)

for k ∈ {0, . . . , 2n− 2} , (3)

and generate the corresponding Hankel polynomials Hm(x; {τ}) and Hn(x; {τ̃}). If
Hn({τ̃}) 6= 0 and {Hm(xj ; {τ}) 6= 0}Nj=1 then there exists a unique solution to ra-
tional interpolation problem with f(x) ≡ p(x)/q(x) where deg p(x) = n,deg q(x) ≤
m = N − n− 1. It can be expressed as:

p(x) = Hm+1({τ})Hn(x; {τ̃}) , q(x) = Hn({τ̃})Hm(x; {τ}) . (4)

2. Polynomial interpolation
For m = 0, Theorem 1 yields a solution to the polynomial interpolation problem.
We apply this result to the error correction in the data set, i.e. for the case where
the data set {(xj , yj)}Nj=1 is redundant for the interpolant computation (n < N−1)
but probably contains erroneous values.

Theorem 2. Let E ∈ {2, 3, . . . , bN/2c − 1}. Let polynomial p(x) be of a degree
n < N − 2E. Let the data set {(xj , yj)}Nj=1 satisfy the conditions
(a) yj 6= 0 for j ∈ {1, . . . , N},
(b) yj = p(xj) for j ∈ {1, . . . , N} \ {e1, . . . , eE},
(c) ŷes = p(xes) 6= yes and ŷes 6= 0 for s ∈ {1, . . . , E}.

Then

HE(x; {τ}) ≡

E∏

s=1

(yes − ŷes)
∏

1≤s<t≤E
(xet − xes)2

E∏

s=1

W ′(xes)

E∏

s=1

(x− xes) . (5)

This result means that the sequence of the Hankel polynomials {Hk(x; {τ})}N−1k=1

contains at least one polynomial with the zero set coinciding with the set of all the
nodes xj corresponding to corrupted values yj in the data set initially generated
by the polynomial p(x). In terms of Coding Theory, polynomial HE(x; {τ}) can
be referred to as the error locator polynomial.
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3. Recurrence relation for the Hankel determinants
The problem of computation of the parameter dependent polynomials is not a
trivial one. Fortunately, the following result concerning the Hankel polynomials
was retrieved by the present authors in the 19th century papers:

Theorem 3 (Jacobi, Joachimsthal). For any generating sequence {c}, any three
consecutive Hankel polynomials Hk−2(x),Hk−1(x),Hk(x) are linked by the follow-
ing identity

H2
kHk−2(x)+(Hkhk−1,1 −Hk−1hk1 −HkHk−1x)Hk−1(x)+H2

k−1Hk(x) ≡ 0 . (6)

If Hk−1 6= 0, formula (6) permits one to organize the computation of Hk(x)
recursively in k. We also suggest a result to deal with an exceptional case when
Hk−1 = 0. These results can be applied for an effective computation of the whole
family of rational interpolants for all the possible combinations for the orders of
numerator and denominator satisfying the restriction deg p(x)+deg q(x) = N −1.

4. Resultant interpolation
It turns out that the numerical factors in formulas (4) are related to the resultant
R(p(x), q(x)) of the polynomials from the numerator and the denominator of the
rational function.

Theorem 4. Let {p(xj) 6= 0, q(xj) 6= 0}Nj=1 and deg p(x) = n. Let the values (2)
and (3) be calculated for {yj = p(xj)/q(xj)}Nj=1. The following equalities are valid

Hn({τ̃}) =
(−1)mn+n(n+1)/2p0∏N

j=1 p(xj)
R(p(x), q(x)) ,

Hm+1({τ}) =
(−1)m(m+1)/2p0∏N

j=1 q(xj)
R(p(x), q(x)) ;

here p0 stands for the leading coefficient of p(x).

This result might be useful for the problems where the canonical represen-
tations for polynomials p(x) and q(x) are a priori unknown, like, for instance, the
problem of establishing the existence of a common eigenvalue for the given pair of
matrices.

Conclusion
The problem of interpolation of the given data set {yj}Nj=1 by the set {p(xj)}Nj=1

of values of a polynomial of a degree n� N , if treated in R, is frequently tackled
by the least squares method. However the LSM is sensitive to the occurrence of
outliers, i.e. incidental systematic errors. On the basis of the result of Theorem 2,
we hope to formulate criteria for distinguishing systematic errors from the non-
systematic ones in the “noisy” data set.
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The extension of the results of Sections 1–4 to the multivariate case is also a
subject of future investigation.

References
[1] P. Henrici, Applied and Computational Complex Analysis. V. 1. Wiley, NY, 1974.
[2] A.Yu. Uteshev, and I. Baravy, Solution of Interpolation Problems via the Hankel

Polynomial Construction, preprint (2016), available at http://arxiv.org/abs/1603.
08752.

Alexei Yu. Uteshev
e-mail: alexeiuteshev@gmail.com

Ivan Baravy
e-mail: ivan.borovoj@gmail.com
St.Petersburg State University
Faculty Applied Mathematics
St.Petersburg, Russia

81



On the ring of local unitary invariants for mixed
X−states of two qubits

V.Gerdt, A.Khvedelidze and Yu. Palii

• Two-qubit quantum states • Generally, the state of a two-qubit quantum system
is described by the density matrix which has the following general structure

% =
1

4


I2 ⊗ I2 +

3∑

i=1

aiσi ⊗ I2 +
3∑

i=1

biI2 ⊗ σi +
3∑

i,j=1

cijσi ⊗ σj


 . (1)

where σ1, sigma2, sigma3 are the Pauli matrices, and I2 is the unit 2× 2 matrix.
The 15 real parameters ai, bi and cij , i, j = 1, 2, 3 , define the space

W := { (ai, bj , ckl) ∈ R15 | i, j, k, l = 1, 2, 3 } , (2)

and the corresponding SU(2)×SU(2)−invariant polynomials accumulate all relevant
information on the quantum two-qubit entanglement.

The 15-dimensional space (2) is subject to the physical constraints coming
from the semipositivity condition imposed on the density matrix:

% ≥ 0 . (3)

Explicitly, the semipositivity condition (3) reads as a set of polynomial inequalities
in the fifteen variables ai, bi and cij , and thereby determines a semialgebraic
variety of (2) (see, e.g., [11] and references therein).
• The research object • We study the special 7-dimensional subspace of (2),
the space of so-called X−states [1]. These states got such name due to the visual
similarity of the density matrix, whose non-zero entries lie only on the main and
minor (secondary) diagonals, with the Latin letter “X”:

%X :=




%11 0 0 %14
0 %22 %23 0
0 %32 %33 0
%41 0 0 %44


 . (4)

In (4) the diagonal entries are real numbers, while elements of the minor diagonal
are pairwise complex conjugated, %14 = %14 and %23 = %32 . Our interest to
this subspace of (2) is due to fact that many well-known states, e.g. the Bell
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states [2], Werner states [3], isotropic states [4] and maximally entangled mixed
states [5, 6] are particular subsets of the X−states. Since their introduction in
[1], many interesting properties of X−states have been established. Particularly,
it was shown that for a fixed set of eigenvalues the states of maximal concurrence,
negativity or relative entropy of entanglement are the X−states. 1

• Main results • Here we pose the question about the algebraic structure of the
local unitary polynomial invariants algebra corresponding to the X−states. More
precisely, the fate of generic SU(2)× SU(2)-invariant polynomial ring of 2-qubits
[8]–[11] under the restriction of the total 2-qubit state space to its subspace

WX := {w ∈W | c13 = c23 = c31 = c32 = 0 , ai = bi = 0 , i = 1, 2 }
will be discussed. Our research is based on the classical invariant theory [13] and its
computational aspects [14, 15] based on computer algebra. The quotient structure
of the ring obtained as a result of restriction will be determined. Furthermore,
we establish an injective homomorphism between this ring and the and the ring
R[WX ]SO(2)×SO(2) of local unitary invariant polynomials for the 2-qubitX−states.
In doing so, we show that the latter ring is freely generated by five homogeneous
invariants of degrees 1,1,1,2,2.
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